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Meta-Learning with Complex Tasks

WEISEN JIANG

Department of Computer Science and Engineering

The Hong Kong University of Science and Technology

ABSTRACT

Meta-Learning aims at extracting shared knowledge (meta-knowledge) from historical

tasks to accelerate learning on new tasks. It has achieved promising performance

in various applications and many meta-learning algorithms have been developed

to learn a meta-model that contains meta-knowledge (e.g., meta-initialization/meta-

regularization) for task-specific learning procedures. In this thesis, we focus on meta-

learning with complex tasks, thus, task-specific knowledge is diverse and various meta-

knowledge is required.

First, we extend learning an efficient meta-regularization for linear models to nonlinear

models by kernelized proximal regularization, allowing more powerful models like

deep networks to deal with complex tasks. Second, we formulate the task-specific

model parameters into a subspace mixture and propose a model-agnostic meta-learning

algorithm to learn the subspace bases. Each subspace represents one type of meta-

knowledge and structured meta-knowledge accelerates learning complex tasks more

effectively than a simple meta-model. Third, we propose an effective and parameter-

efficient meta-learning algorithm for prompt tuning on natural language processing

tasks. The proposed algorithm learns a pool of multiple meta-prompts to extract meta-

knowledge from meta-training tasks and then constructs instance-dependent prompts

as weighted combinations of all the meta-prompts by attention. Instance-dependent

prompts are flexible and powerful for prompting complex tasks.
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Next, we study mathematical reasoning tasks using large language models (LLMs).

To verify the candidate answers generated by LLMs, we propose combining the meta-

knowledge of forward and backward reasoning. Lastly, we propose question augmen-

tation to enlarge the question set for training LLMs to enhance the LLMs’ mathematical

reasoning meta-knowledge. The original questions are augmented in two directions: in the

forward direction, we rephrase the questions by few-shot prompting; in the backward

direction, we mask a number in the question and create a backward question to predict

the masked number when the answer is provided.
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CHAPTER 1

Introduction

1.1 Motivation

Humans can easily learn new knowledge from a handful of examples and quickly adapt

to unseen tasks. They leverage prior knowledge and experience from historical tasks to

construct task-required knowledge when facing new tasks. Though deep networks have

achieved great success in various applications [73, 199], they are data-hungry. Hence,

a large number of training samples are required to learn a new task. This challenge

remains a crucial bottleneck in making progress in machine learning algorithms and

many research efforts attempt to use historical knowledge to improve data-efficiency in

learning tasks.

Multitask learning (MTL) [276] learns common knowledge from several tasks by mini-

mizing the weighted sum of losses on training data of each task. For the seen tasks, MTL

has shown good performance on testing samples [277, 282, 27, 92, 133]. However, the

learned MTL model is not guaranteed to generalize better and achieve faster learning

on unseen tasks. Furthermore, MTL also suffers from the scalability issue when we have

many tasks, leading to a heavy burden on computation and memory. For example, in

5-way 1-shot classification on the mini-ImageNet data [231], there are (64
5 ) ≈ 7× 106 tasks

in total.

Transfer learning [166, 257] finetunes a pretrained model on training data of a task to

obtain a task-specific model. For example, for a CIFAR-10 [112] classification task,

we first pretrain a network (e.g., ResNet-18 [73]) on ImageNet dataset [199], then use

the pretrained network as initialization for gradient descent algorithms to minimize

the training loss on CIFAR-10. Transfer learning has been successfully used in image

classification [181, 70], natural language processing [13, 49], and reinforcement learning

[58, 287]. However, pretraining and finetuning are independent, thus, the pretrained

model may not be suitable for learning new tasks with limited samples.

Recently, meta-learning (or learning to learn) [10, 223] provides a general framework to

extract meta-knowledge from historical tasks to accelerate learning unseen tasks for
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...

Meta-Learner

Task 1 Task 2 Task n

...

New Task

Base Learner
meta-knowledge

Figure 1.1: Illustration for meta-learning.

reducing the labor-intensive and time-consuming process of data. Figure 1.1 illustrates

the procedure of meta-learning. Meta-learning algorithms usually operate in two levels.

At each iteration, we sample a task; in the inner level, the base learner takes meta-

knowledge (e.g., initialization, regularization, feature extractor) and training set to learn

a task-specific model; in the outer level, the meta-learner takes the task-specific model

and validation set to update the meta-knowledge. As the loss on the validation set

is a proxy measure of generalization ability, the meta-knowledge is explicitly tuned

to learning new tasks with limited training data. At testing, the base learner uses the

extracted meta-knowledge to achieve fast learning on unseen tasks. Meta-learning

has been receiving increasing attention due to its successful applications in few-shot

learning [238, 51, 231, 216, 98], hyperparameter optimization [55], neural architecture

search [135, 288], and reinforcement learning [189].

1.2 Category of Meta-Learning Algorithms

Based on the type of base learner, popular meta-learning algorithms can be categorized

into four groups: optimization-based, metric-based, memory-based, and in-context

learning.

For optimization-based methods, the base learner performs gradient descent to minimize

a task-specific training loss, where meta-parameters in the optimization algorithm are

meta-knowledge learned by the meta-learner. The meta-parameters can be initializa-

tion, regularization, learning rate, preconditioning matrix, and sample weights. Meta-

initialization and meta-regularization are two representative methods. MAML [51] is a

2



pioneering meta-initialization method: the base learner takes a meta-initialization and

performs several gradient updates on the training set to obtain a task-specific model,

while the meta-learner updates the meta-initialization by performing a gradient update

on the validation set using the obtained task-specific model. As MAML is very general,

many variants are proposed to improve its effectiveness (e.g., Meta-SGD[127], T-Nets

[118], Meta-Curvature [167], WarpGrad [53]) and efficiency (e.g., FO-MAML [51], Rep-

tile [157]). The bilevel structure is complex and challenging to understand MAML from

a theoretical view. Recently, many efforts have been devoted to study its convergence

[52, 47, 234, 235, 95, 94] and generalization [149, 285, 35, 36, 173, 174, 195, 48, 187, 20, 225].

In meta-regularization, the base learner minimizes a regularized loss of training data

to obtain a task-specific model, while the meta-learner updates the learnable regular-

izer by minimizing the validation loss using the obtained model. Typical algorithms

include iMAML [188], Meta-MinibatchProx [284], and regularization for linear mod-

els [34, 35, 36]. As real-world tasks are usually complex, non-structured meta-learning

methods learn a single meta-initialization or meta-regularization may be insufficient for

capturing meta-knowledge of all tasks. To deal with this issue, structured meta-learning

methods [93, 111, 229, 285] propose to formulate meta-knowledge into structures like

clusters, such that each task can choose a suitable cluster center as initialization.

Metric-based methods aim at meta-learning a good feature extractor to map inputs to an

embedding space, where the base learner trains a simple but effective classifier with

few samples. Convolutional neural networks (e.g., VGG [214], ResNet [73]) and Vision

Transformers [43] are widely used in feature extraction. For classifier, some popular

candidates are the nearest neighbor classifier (e.g., ProtoNet [216]), linear models (e.g.,

R2D2 [11]), and kernel classifier (e.g., MetaOptNet [117])).

Memory-based methods incorporate a memory structure to store meta-knowledge for

accelerating learning future tasks. For example, an external memory (table or key-

value pairs) is used in [203, 190, 155, 5]; hypernetworks (also called meta-networks) are

external networks that contain knowledge of how to generate task parameters [154, 201,

215, 45, 156].

In-Context Learning (ICL) (or Few-Shot Prompting) [16, 150, 25, 136, 197, 138] can also be

viewed as a meta-learning algorithm. It uses large language models (LLMs) to solve a

task by feeding K examples as part of the input. The K examples are concatenated as a

3



prompt

PICL = “Question: Q(1) \n Answer: A⋆(1) . . . Question: Q(K) \n Answer: A⋆(K)”,

where Q(i) and A⋆(i) are the question and answer, respectively. In inference, a new

question Q is appended to the prompt as “PICL \n Question: Q \n Answer:” and fed to

the LLM for generating output sequences. An answer extractor is used to extract the

prediction Â from the output (e.g., the number after the last “Answer:” [16]). Compared

with optimization-based algorithms, ICL is more efficient in computation and memory,

as the LLM is fixed and shared across tasks. This can be crucial as LLMs are usually very

large (e.g., GPT-3 [16] has 175 billion parameters). ICL has demonstrated promising

performance on a variety of tasks [16, 197, 136, 263, 252].

1.3 Applications of Meta-Learning

1.3.1 Computer Vision Tasks

Meta-Learning has a wide variety of applications in computer vision regimes, includ-

ing few-shot classification [231, 191], object detection [175], landmark prediction [67],

few-shot object segmentation [207], few-shot image generation [270], and density esti-

mation [193].

Few-shot classification (FSC) is the most common application of meta-learning and is

used in the thesis to evaluate the performance of meta-learning algorithms. The task

is to classify classes with limited samples per class, which is very challenging, and

many meta-learning methods have been proposed to improve their performance. For

example, metric-based meta-learning algorithms like ProtoNet are specialized to FSC.

The benchmark of FSC is more complex than that of traditional machine learning

benchmark, which evaluates the model from seen instances to unseen instances. However,

in meta-learning, the FSC benchmark evaluates the generalization ability of the learned

model from seen classes to unseen classes. Popular FSC benchmarks are miniImageNet [231,

191], CIFAR-FS [11], Omniglot [113], Meta-Dataset [259, 228].

1.3.2 Natural Language Processing Tasks

Large language models have achieved great success recently and many pretrained

models are released for downstream tasks such as language understanding [42, 258, 217],

4



machine translation [32, 69], and text classification [16, 119]. As finetuning the large

models causes a heavy burden on computations, many parameter-efficient (PE) learning

methods are proposed, e.g., prompt tuning and in-context learning. Prompt learning

[16, 211, 40] freezes the pretrained model and formulates the downstream task as a

cloze-style masked language model (MLM) problem [38]. In-Context Learning (ICL)

[150, 25] uses a pretrained MLM to learn a new task by formatting training examples as

a demonstration.

Similar to computer vision, collecting or designing many samples for training is infeasi-

ble. To deal with this issue, meta-learning is used to improve the data-efficiency of PE

learning. For example, MetaPrompting [81] proposes to learn a good meta-initialization

for the prompt vector, while MetaICL [150] finetunes the language model to make it

more suitable for in-context learning.

1.4 Thesis Contributions and Organization

In this thesis, we study meta-learning with complex tasks, which are challenging for

existing meta-learning algorithms. Figure 1.2 shows an overview of the organization of

the thesis. In Chapter 2, we introduce the background of meta-learning as well as several

representative algorithms, and prompting learning in NLP. The main contributions of

other chapters are summarized as follows.

1. Chapter 3 learns a meta-regularization for nonlinear models to deal with complex

tasks. The content of this Chapter is mainly based on Jiang et al. [97].

• We introduce nonlinearity to meta-regularization by kernelized proximal

regularization.

• We propose a novel meta-learning algorithm called MetaProx for learning

the meta-regularization. For regression tasks, the base learner has an efficient

closed-form solution.

• We establish local and global convergence of the proposed algorithm.

• Experiments on a variety of benchmark regression and classification datasets

demonstrate that MetaProx is better than the state-of-the-art.

2. Chapter 4 formulates meta-knowledge into a subspace mixture to handle complex

5
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(meta-data: augmenting meta-question

Figure 1.2: Outline of the thesis.

tasks that have diverse model weights. The content of this Chapter is mainly

based on Jiang et al. [99].

• We formulate task model parameters into multiple subspaces (each subspace

represents one type of meta-knowledge) and propose a model-agnostic algo-

rithm MUSML to learn the subspace bases.

• We provide a theoretical analysis of the population risk, empirical risk, and

generalization gap.

• Extensive experiments on regression and classification datasets demonstrate

the effectiveness of learning a subspace mixture.
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3. Chapter 5 studies applications of meta-learning in language models and learns a

prompt pool for constructing instance-dependent prompts for complex NLP tasks.

The content of this Chapter is mainly based on Jiang et al. [101].

• We use a prompt pool to extract meta-knowledge and construct instance-

dependent prompts by attention.

• We design a novel soft verbalizer called representative verbalizer, which

builds label embeddings by averaging feature embeddings.

• Combining meta-learning a prompt pool with a novel soft verbalizer, we

propose a novel parameter-efficient meta-learning algorithm MetaPrompter.

• Experimental results demonstrate the usefulness and parameter-efficiency

of MetaPrompter. Moreover, the superiority of the proposed representative

verbalizer over existing verbalizers is verified by empirical evaluations.

4. Chapter 6 studies the problem of verifying candidate answers of mathemat-

ical problems by leveraging LLMs’ forward and backward reasoning meta-

knowledge. The content of this Chapter is mainly based on Jiang et al. [103].

• We use the meta-knowledge of backward reasoning for mathematical verifi-

cation, i.e., masking a number in the original question and asking the LLM to

predict the masked number when a candidate answer is provided.

• We propose FOBAR to combine FOrward and BAckward Reasoning meta-

knowledge for verification.

• Experimental results on six standard mathematical benchmarks and three

LLMs show that FOBAR achieves SOTA performance. In particular, FOBAR

outperforms Self-Consistency which uses forward reasoning alone, demon-

strating that combining forward and backward reasoning together is better.

Additionally, FOBAR outperforms Self-Verification, confirming that using

the simple template and the proposed combination is more effective.

• Empirical results on two non-mathematical reasoning tasks show that FOBAR

also performs well.

5. Chapter 7 studies data augmentation in finetuning open-source LLMs to enhance

the meta-knowledge of solving mathematical problems. The content of this

Chapter is mainly based on Yu, Jiang, et al. [267].

7



• We propose a novel question bootstrapping method to augment the training

dataset, resulting in MetaMathQA. Question bootstrapping rewrites questions

with both forward and backward reasoning paths.

• Based on the MetaMathQA dataset, MetaMath is finetuned from state-of-the-art

open-source LLMs (e.g., LLaMA-2), showing excellent forward and backward

reasoning ability on mathematical tasks.

• Our work studies data augmentation for improving the mathematical problem-

solving meta-knowledge of LLMs. Despite being simple, our method signifi-

cantly outperforms many intricate methods. Our results highlight the impor-

tance of data augmentation and also shed light on other reasoning tasks.

Other publications [98, 100, 102, 129, 278, 244].
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CHAPTER 2

Background

2.1 Formulation of Meta-Learning

In meta-learning, a collection T of tasks sampled from a task distribution p(τ) are

used to learn a meta-parameter θ and base learner’s parameters {w1, . . . , w|T |}. Each

task τ contains a support (also called training) set Sτ = {(xi, yi) : i = 1, . . . , ns} and

a query (also called validation) set Qτ = {(xi, yi) : i = 1, . . . , nq}, where x ∈ Rd are

the features and y the labels. For the classification task, Yτ is the label set of τ. Let

f (·; w) be a model parameterized by w and L(D; w) ≡ 1
|D| ∑(x,y)∈D ℓ( f (x; w), y) be

the supervised loss on data set D, where ℓ(·, ·) is a loss function (e.g., cross-entropy

loss for classification, squared loss for regression). In each meta-training iteration, a

mini-batch B of tasks is randomly sampled from T . The base learner takes a task τ

from B and the meta-parameter θ to build the model f (·; wτ). After all tasks in the

min-batch are processed by the base learner, the meta-learner updates θ by minimizing

the loss ∑τ∈B L(Qτ; wτ) w.r.t. θ, and the iteration repeats. During meta-testing, given

an unseen task τ′ ∼ p(τ), a model f (·; wτ′) is similarly learned from Sτ′ and θ. Finally,

its performance is evaluated on Qτ′ .

2.2 Representative Meta-Learning Algorithms

2.2.1 MAML

A pioneer work for learning a meta-initialization is Model-Agnostic Meta-Learning

(MAML) proposed by Finn et al. [51]. An illustration is shown in Figure 2.1.

Meta-Training. MAML operates in two optimization levels (let Bt be a mini-batch of

tasks at iteration t):

• Inner Level: For each task τ ∈ Bt, the base learner takes its support set Sτ and

the meta-initialization θt−1 to build a task-specific model w(J)
τ by performing J

9
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Figure 2.1: Illustration for MAML.

gradient descent steps with initialization w(0)
τ = θt−1 and step size α > 0:

w(j)
τ = w(j−1)

τ − α∇
w(j−1)

τ
L
(
Sτ; w(j−1)

τ

)
, j = 1, . . . , J. (2.1)

Note that w(J)
τ is a function of θt.

• Outer Level : For each task τ ∈ Bt, the meta-learner takes its query set Qτ and the

task-specific model w(J)
τ to compute the gradient of L(Qτ; w(J)

τ ) w.r.t. θt−1, i.e.,

meta-gradient. The meta-initialization is updated as:

θt = θt−1 −
ηt

|Bt| ∑
τ∈Bt

∇θt−1L
(
Qτ; w(J)

τ

)
, (2.2)

where ηt > 0 is step size.

By the chain rule, the meta-gradient ∇θt−1L(Qτ; w(J)
τ ) = ∇θt−1w(J)

τ ∇
w(J)

τ
L(Qτ; w(J)

τ )

(particularly, ∇θt−1w(J)
τ ) requires back-propagating through the entire inner optimiza-

tion path, incurring huge computations, especially for large models and a large J. To

reduce the computational cost, FO-MAML [51] discard the second-order derivative and

use the first-order approximation ∇θt−1L(Qτ; w(J)
τ ) ≈ ∇

w(J)
τ
L(Qτ; w(J)

τ ). Alternatively,

Reptile [157] approximates meta-gradient by the update direction from task model pa-

rameters to meta-initialization, i.e., θt = θt−1 − ηt
|Bt| ∑τ∈Bt

(
θt−1 − w(J)

τ

)
. As this update

rules do not need to compute the derivative of w(J)
τ w.r.t. θt−1, it is flexible to choose

the optimization algorithms used in the base learner, e.g., second-order algorithms (e.g.,

Gauss-Newton method [242]) or even non-differentiable methods like line search [15].
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Besides efficiency, empirical results in [51, 157] demonstrate that the approximations in

FOMAML and Reptile do not hurt the performance of MAML.

Meta-Testing. Given an unseen task τ′ = (Sτ′ ,Qτ′), the base learner takes Sτ′ and θT

to build a task-specific model w(J)
τ′ , which is then used to predict the query sample in

Qτ′ and evaluate performance.

Several works improve MAML using preconditioning gradients in the inner loop,

e.g., MetaSGD [127], Meta-Curvature [167], T-Nets [118], and WarpGrad [53]. Unlike

MAML that updates all network parameters in the base learner, recent work [186, 159,

210] reveals that updating only part of the network can improve both efficiency and

effectiveness.

2.2.2 iMAML

Meta-regularization [34, 35, 188, 284, 36, 97] is another optimization-based meta-learning

method, which assumes that task models are close to a prior model. A representative

algorithm is iMAML [188]. The base learner obtains the task model by solving a

regularized empirical risk minimization, while the prior model θ in the regularization is

learned by the meta-learner. Specifically, at each meta-iteration t, the base learner takes

Sτ and θt−1 to build task model ŵτ by solving the regularized minimization problem:

ŵτ = arg min
wτ

L(Sτ; wτ) +
λ

2
∥wτ − θt−1∥2, (2.3)

where λ > 0 is hyperparameter. Similar to meta-initialization, ŵτ is a function of θt−1.

The meta-learner in meta-regularization algorithms (iMAML [188] and Denevi et al.

[34]) update the regularizer by performing gradient descent steps on the validation loss

θt = θt−1 −
ηt

|Bt| ∑
τ∈Bt

∇θt−1L(Qτ; ŵτ). (2.4)

By the chain rule, it follows that ∇θt−1L(Qτ; ŵτ) = ∇θt−1ŵτ∇ŵτL(Qτ; ŵτ). The second

term ∇ŵτL(Qτ; ŵτ) can be computed directly by auto-differentiation, but the first term

∇θt−1ŵτ is more difficult as it is an implicit derivative. As ŵτ is a minimizer to problem

(2.3), it follows from the first-order optimal condition that

∇ŵτL(Sτ; ŵτ) + λ(ŵτ − θt−1) = 0. (2.5)
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By implicit function theorem [198], it follows that ∇2
ŵτ

L(Sτ; ŵτ)∇θt−1ŵτ +λ(∇θt−1ŵτ −
I) = 0, thus, the implicit derivative is

∇θt−1ŵτ =

(
1
λ
∇2

ŵτ
L(Sτ; ŵτ) + I

)−1

. (2.6)

Compared with meta-initialization (e.g., MAML), iMAML has two advantages: (i) Com-

puting the meta-gradients does not require to back-propagate through the inner opti-

mization path. Hence, we can use many gradient updates in the base learner to obtain

an accurate solution, which can address the short-horizon bias issue in one-step MAML.

(ii) The meta-gradient does not depend on the optimization path, thus, the chosen

optimizer in the base learner is flexible, e.g., AdaDelta [271], Adam [108], AdamW [143].

2.2.3 Prototypical Networks

ProtoNet [216] is a representative metric-based method. It employs a neural network

to map inputs to an embedding space, then represents each class’s prototype by the

mean embeddings of the corresponding samples in the support set. For each sample in

the query set, its label prediction is based on the similarity between feature embedding

and label embedding. Let S (y)
τ be the subset of samples in Sτ with label y, and NN(·; ϕ)

be a feature extractor parameterized by ϕ. Specifically, the base learner builds class

prototype as follows

py =
1

|S (y)
τ |

∑
(xi,y)∈S(y)

τ

NN(xi; ϕt−1), (2.7)

and the label prediction for (x, ·) ∈ Qτ is (y ∈ Yτ)

P(y|x; ϕt−1) =
exp(−κ dist(py, NN(x; ϕt−1)))

∑y′∈Yτ
exp(−κ dist(py′ , NN(x; ϕt−1))

, (2.8)

where κ is a temperature, and dist(z1, z2) is a distance metric (e.g., 1
2∥z1 − z2∥2). The

meta-learner updates the meta-parameter as follows:

ϕt = ϕt−1 +
ηt

|Bt| ∑
τ∈Bt

1
|Qτ| ∑

(xi,yi)∈Qτ

∇ϕt−1
logP(yi|xi; ϕt−1), (2.9)

The framework of ProtoNet is simple and general, and the distance metric is flexible.

Other possible metrics are cosine similarity [22, 63, 137], earth mover’s distance [273], a

metric learned by deep networks [219], a metric based on graph convolution blocks [60].
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2.2.4 MetaOptNet

When the embedding space is high-dimensional, a trainable linear classifier is more

expressive than the nearest neighbor learner ProtoNet [216]. MetaOptNet [117] is a

representative algorithm. Let z = NN(x; ϕ) ∈ Re denote the feature embedding of x,

Ztr
τ ∈ R|Sτ |×e is the embedding matrix of Sτ (each row vector corresponds to a feature

embedding), and Ytr
τ ∈ R|Sτ |×C is the label matrix (assume |Yτ| = C).

The base learner takes Sτ and ϕt−1 to construct task model W⋆
τ by solving the following

ridge regression problem:

W⋆
τ = arg min

Wτ∈Re×C

1
2
∥Ztr

τ Wτ − Ytr
τ ∥2 +

λ

2
∥Wτ∥2, (2.10)

where λ > 0 is a hyperparameter. The above problem has a closed-form solution

W⋆
τ =

(
Ztr⊤

τ Ztr
τ + λI

)−1 Ztr⊤
τ Y⊤

τ , which implicitly depends on ϕt−1 via Ztr
τ . In the inner

loop, different from MAML [51], R2D2 keeps the feature extractor frozen and only

learns the linear classifier. The meta-learner takes W⋆
τ to makes prediction on query

samples (xi, yi) ∈ Qτ as

ŷi = at−1 NN(xi; ϕt−1)
⊤W⋆

τ + ct−1, (2.11)

where at−1 and ct−1 are meta-parameters for scaling. Meta-parameters are updated as

(ϕt, at, ct) = (ϕt−1, at−1, ct−1)− η∇(ϕt−1,at−1,ct−1)
1
b ∑

τ∈Bt

1
nq

∑
(xi,yi)∈Qτ

ℓ(ŷi, yi). (2.12)

MetaOptNet extends the ridge regression in R2D2 to a general convex classifier, e.g.,

support vector machine (SVM). The base learner solves the dual problem:

max
ατ,1,...,ατ,C

− 1
2 ∑

c
∥α⊤

τ,cZtr
τ ∥2 + ∑

(xi,yi)∈Sτ

ατ,yi,i (2.13)

s.t. ατ,yi,i ≤ γ, ατ,c,i ≤ 0 for c ̸= yi, 1⊤ατ,·,i = 0, ∀i. (2.14)

Unlike ridge regression, the above quadratic program (QP) has no closed-form solution.

As the optimization variable is of size ns × C, which is independent of the embedding

dimension, the dual variable can be obtained with low cost by an iterative solver,

e.g., projected gradient methods [17, 130]. With the dual solution α⋆
τ ∈ Rns×C, the

prediction of a query example (x, y) is ŷ = NN(x; ϕ)⊤Ztr⊤
τ α⋆

τ. The meta-learner updates
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the meta-parameters as:

ϕt = ϕt−1 −
ηt

b ∑
τ∈Bt

1
nq

∑
(xi,yi)∈Qτ

∇ϕt−1
ℓ(ŷi, yi). (2.15)

Note that α⋆
τ is a solution to the dual problem, implicitly depends on ϕt. Similar to

iMAML [188], we can use implicit function theorem to compute the gradient of ∇ϕt−1
α⋆

τ.

See the CVXPYLayers package [2] for an implementation to solve the dual problem and

back-propagate gradients through the convex learner.

2.3 Prompt Learning for Language Models

2.3.1 Prompt Tuning

Recently, it is common to use a pretrained MLM M(·; ϕ), with parameter ϕ, for various

downstream tasks such as language understanding [42, 258, 217], machine transla-

tion [32, 69], and text classification [16, 119, 140]. Given a raw sentence represented

as a sequence of n tokens (x1, . . . , xn), the MLM takes x = ([CLS], x1, . . . , xn, [SEP]) as

input (where [CLS] is the start token and [SEP] is the separator), and encodes it into

a sequence of hidden representations (h[CLS], h1, . . . , hn, h[SEP]). In standard finetun-

ing [83, 38], an extra classifier (e.g., a fully connected layer with softmax normalization)

is added on top of h[CLS] to predict the label distribution. This classifier, together with

ϕ, are tuned to maximize the probability of correct labels. As language models are large

(e.g., 175 billion parameters in GPT-3 [16]), finetuning all parameters can cause a heavy

burden on computation and memory.

On the other hand, prompt learning [16, 211, 40] freezes the pretrained model and

formulates the downstream task as a cloze-style MLM problem. For example, in topic

classification, “Topic is [MASK]” can be used as the prompt, where [MASK] is a special

token for prediction. The discrete tokens “Topic is” are also called anchor tokens.

An input text x is wrapped with the prompt and mapped to an input embedding

sequence (E(x), E(Topic), E(is), E([MASK])), where E(·) denotes input embedding.

Designing a suitable prompt requires domain expertise and a good understanding of

the downstream tasks [16, 202]. Thus, manually-designed prompts are likely to be

sub-optimal.

Unlike discrete prompts, prompt tuning [119, 139] uses a continuous prompt θ ∈ RLp×di

(of length Lp) to directly wrap the input embedding sequence as (E(x), θ, E([MASK])).
14



This can be further combined with anchor tokens to form a template [139, 204, 40]:

x̃ ≡ T(x; θ) = (E(x), θ, E(Topic), E(is), E([MASK])).

The MLM then outputs the hidden embedding h[MASK](x̃) ∈ Rdo of [MASK], and infers

the token to be filled at the [MASK] position.

A verbalizer [119, 40, 86] bridges the prediction at the [MASK] position and labels in

prompt learning. Specifically, it is a hand-crafted mapping from each label y to a

set of label-relevant tokens Vy. For example, for y = “SPORTS”, we can have Vy =

{“sports”, “football”, “basketball”}. Prompt tuning then optimizes1 (ϕ, θ) by

maximizing the label probability:

P̂(y|x; ϕ, θ) =
1

|Vy| ∑
w∈Vy

PM([MASK] = w|T(x; θ)), (2.16)

where PM([MASK]|T(x; θ)) is the probability distribution over vocabulary as predicted

by the MLM at the [MASK] position.

The verbalizer is crucial to the performance of prompt learning [119, 40]. However,

selecting label-relevant tokens requires intensive human labor. Recent works [71, 275,

33] propose soft verbalizers, which map each label to a continuous embedding and

predict label distribution based on the similarity between feature embedding and label

embeddings. WARP [71] and DART [275] obtain this label embedding by supervised

learning, while ProtoVerb [33] uses contrastive learning [21, 224]. However, learning

the embedding vy ∈ Rdo for each label y can be challenging in the few-shot learning

setting [59, 9, 72, 18, 81], as the number of samples per class is typically much smaller

than do (e.g., do = 768 for BERT [38]).

2.3.2 MetaPrompting

As prompt tuning is sensitive to prompt initialization in few-shot tasks [119], meta-

learning can be used to search for a good initialization. MetaPrompting [81] uses

MAML to learn a meta-initialization for the task-specific prompts. At iteration t, the

base learner takes a task τ and meta-parameter (ϕt−1, θt−1), and builds a task-specific

model (ϕt,J , θt,J) by performing J gradient updates on the support set with step size

1ϕ can be fixed for parameter-efficiency in prompt learning.
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α > 0 and initialization (ϕt,0, θt,0) ≡ (ϕt−1, θt−1):

(ϕt,j, θt,j) = (ϕt,j−1, θt,j−1) + α∇(ϕt,j−1,θt,j−1) ∑
(x,y)∈Sτ

log P̂(y|x; ϕt,j−1, θt,j−1).

The meta-learner then updates the meta-initialization by maximizing the log-likelihood

objective on the query set with step size η > 0:

(ϕt, θt) = (ϕt−1, θt−1) + η∇(ϕt−1,θt−1) ∑
(x,y)∈Qτ

log P̂(y|x; ϕt,J , θt,J).

Though MetaPrompting achieves state-of-the-art performance in the few-shot classifica-

tion experiments [81], it suffers from three problems. (i) When the tasks are complex, it

is challenging to obtain good prompts for all tasks and samples from a single meta-ini-

tialization. (ii) MetaPrompting uses a hand-crafted verbalizer. However, selecting

good label tokens for the hand-crafted verbalizer is labor-intensive and not scalable for

a large label set. (iii) MetaPrompting requires expensive tuning the whole MLM.

2.4 CoT Prompting for Mathematical Reasoning Tasks

2.4.1 Chain-of-Thought Prompting

CoT Prompting. Wei et al. (2022) propose augmenting question-answer pairs with

intermediate steps such that the LLM can solve questions step-by-step. Specifically, each

in-context example is a triplet (Q(i), R(i), A⋆(i)), where R(i) is a reasoning chain with

natural language descriptions of steps leading from the question Q(i) to the ground-truth

answer A⋆(i). In inference, a new question Q is appended to the prompt:

PCoT= “Question: Q(1); Answer: R(1), A⋆(1). . . Question: Q(K); Answer: R(K), A⋆(K)”

and “PCoT \n Question: {Q} \n Answer:” is fed to the LLM for generating both its rea-

soning chain R and answer A. CoT prompting has achieved SOTA performance on a

wide variety of tasks [243, 109, 57, 279, 237, 281, 283, 280].

Recently, many works [57, 281, 147, 171, 212, 245, 283, 24, 274] have been proposed to

improve the quality of reasoning chains in CoT prompting. ComplexCoT [57] selects

examples with more steps as in-context examples, while PHP [281] iteratively uses the

previous answers as hints in prompting. These aforementioned works can be viewed

as forward reasoning, which starts from the question and generates a reasoning chain
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to reach the answer [246, 208]. Instead of taking a single reasoning chain by greedy

decoding, Self-Consistency [237] samples a diverse set of chains and obtains a set of

candidate answers. The final answer is then selected by majority voting.

Backward Reasoning (a.k.a. backward chaining) [176, 200, 107, 128, 266] starts with an

answer and works backward to verify the sequence of steps or conditions necessary

to reach this answer. Backward reasoning is particularly useful in domains when the

answer is known, e.g., in automated theorem provers [200, 194, 236, 106, 178]. Recently,

Self-Verification [246] rewrites the question with an answer into a declarative statement

and then asks the LLM to predict a number in the question. RCoT [254] regenerates a

sentence (a sequence of tokens) in the question conditioning on the answer and detects

whether there is factual inconsistency in the constructed question by three complicated

steps. Self-Verification and RCoT need additional rewriting and reconstruction for

creating backward questions. Moreover, Self-Verification and RCoT use backward

reasoning alone for verifying candidate answers.

2.4.2 Mathematical Reasoning

Solving mathematical reasoning tasks like GSM8K [30] and MATH [77] is one of the

most challenging problem in LLMs. Many CoT methods [243, 57, 237, 283] have been

proposed to design powerful prompts for activating the close-source LLMs’ mathematical

reasoning ability. Self-Consistency [237], which is the SOTA method, samples multiple

reasoning paths and selects the final answer by majority voting.

Another category of work is finetuning-based methods, which finetunes open-source

models (e.g., LLaMA [226], Mistral [96]) with the knowledge from some advanced

closed-source LLMs [161, 163]. Magister et al. [148] investigates the transfer of reason-

ing capabilities via knowledge distillation. Yuan et al. [268] proposes to apply rejection

sampling finetuning (RFT) to improve mathematical reasoning performance. Wizard-

Math [145] proposes a reinforced evol-instruct method to enhance reasoning abilities

by supervised finetuning and PPO training [206]. MAmmoTH [269] combines CoT

and Program-of-Thought [23] rationales for teaching LLMs to use external tools (e.g.,

Python interpreter) for solving mathematical problems.

Knowledge Distillation [78, 65] transfers knowledge from a larger teacher model

to a smaller student model, achieving promising performance in many applications

[209, 168, 75, 151], Recently, [124, 87, 79, 148, 84, 56, 213] propose to transfer reasoning
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abilities from LLMs (e.g., GPT-3.5-Turbo [161], PaLM [29]) to small language models (e.g.,

T5 [184], GPT-2 [182]). For example, Finetune-CoT [79] samples multiple reasoning paths

from LLMs and finetunes the student model with the correct ones, while Self-Improve

[87] chooses the one with the highest confidence. Li et al. [124] further feeds the question

and ground-truth label to LLMs for prompting its reasoning path. Shridhar et al. [213]

proposes to generate sub-questions and solution pairs for training. Small models

finetuned by knowledge distillation can achieve similar performance to LLMs [148, 79]

on both common sense reasoning (e.g., CommonSenseQA [220]) and symbol reasoning

(e.g., CoinFlip [243]). However, for solving challenging mathematical problems (e.g.,

GSM8K [30]), there is still a large performance gap [79, 56, 148].
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CHAPTER 3

Meta-Regularization by Kernelized Proximal

Regularization

3.1 Introduction

Humans can easily learn new tasks from a handful of examples using prior knowledge

and experience. In contrast, deep networks are data-hungry, and a large number of

training samples are required to mitigate overfitting. To reduce the labor-intensive and

time-consuming process of data labeling, meta-learning (or learning to learn) [10, 223] aims

to exact meta-knowledge from seen tasks to accelerate learning on unseen tasks. Re-

cently, meta-learning has been receiving increasing attention due to its diverse successful

applications in few-shot learning [238, 51, 231, 216], hyperparameter optimization [55],

neural architecture search [135, 288], and reinforcement learning [189].

Many meta-learning algorithms operate on two levels. A base learner learns task-specific

models in the inner loop, and a meta-learner learns the meta-parameter in the outer loop.

A popular class of algorithms is based on meta-initialization [51, 157, 47, 228], such as

the well-known MAML [51]. It learns a model initialization such that a good model

for an unseen task can be learned from limited samples by a few gradient updates.

However, computing the meta-gradient requires back-propagating through the entire

inner optimization path, which is infeasible for large models and/or many gradient

steps. During testing, it is common for MAML’s base learner to perform many gradient

steps to seek a more accurate solution [51]. However, for regression using a linear

base learner and square loss, we will show that though the meta-learner can converge

to the optimal meta-initialization, the base learner may overfit the training data at

meta-testing.

Another class of meta-learning algorithms is based on meta-regularization [188, 284, 34,

35, 36], in which the base learner learns the task-specific model by minimizing the loss

with a proximal regularizer (a biased regularizer from the meta-parameter). Denevi

et al. [34] uses a linear model with an efficient closed-form solution for the base learner.
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However, extending to nonlinear base learners requires computing the meta-gradient

using matrix inversion, which can be infeasible for deep networks [188].

To introduce nonlinearity to the base learner, a recent approach is to make use of the

kernel trick. For example, R2D2 [11] and MetaOptNet [117] use deep kernels [247] in

meta-learning for few-shot classification. Specifically, the deep network is learned in

the meta-learner, while a base kernel is used in the base learner. Though they achieve

state-of-the-art performance, their base learners use a Tikhonov regularizer rather than

a learnable proximal regularizer as in meta-regularization methods.

As learning a meta-regularization has been shown to be effective in linear models

for regression [34] and classification [35], in this chapter, we propose a kernel-based

algorithm to meta-learn a proximal regularizer for a nonlinear base learner. By ker-

nel extension, the learnable function in the proximal regularizer is a function in the

reproducing kernel Hilbert space (RKHS) induced by the base kernel. The proposed

algorithm is guaranteed to converge to a critical point of the meta-loss and its global

convergence is also established. Experiments on various benchmark regression and

classification datasets demonstrate the superiority of the proposed algorithm over the

state-of-the-arts.

Our contributions are summarized as follows. (i) By kernelizing proximal regular-

ization, we introduce nonlinearity to meta-regularization. (i) We propose a novel

meta-learning algorithm called MetaProx for learning the nonlinear meta-regularization.

For regression tasks, the base learner has an efficient closed-form solution. For classifi-

cation tasks, as the dimension of dual variables is low, the computation cost is also low.

(i) We establish the local and global convergence of the proposed algorithm. (i) Exper-

iments on a variety of benchmark regression and classification datasets demonstrate

that MetaProx performs better than the state-of-the-arts.

3.2 Meta-Initialization versus Meta-Regularization

In this section, we consider a simple regression setting with a linear model and square

loss. Each task τ is a linear regressor with parameter w⋆
τ ∈ Rd. We assume that each

input x is sampled from N (0, σ2
x I) and the output y is obtained as x⊤w⋆

τ + ξ, where

ξ ∼ N (0, σ2
ξ ) is the random noise. We compare two representative meta-learning

algorithms: (i) MAML [51], which is based on meta-initialization and performs one
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Algorithm 1 MAML [51].
Require: step size γ and ηt, batch size b;

1: for t = 1, 2, 3, . . . do
2: sample a batch Bt of tasks from p(τ);
3: base learner:
4: for τ ∈ Bt do
5: w(gd)

τ (ψt) = ψt − γX⊤
τ (Xτψt − yτ);

6: gτ = 1
2 ∑(x,y)∈Qτ

∇ψt
(x⊤w(gd)

τ (ψt)− y)2;
7: end for
8: meta-learner: ψt+1 = ψt −

ηt
b ∑τ∈Bt

gτ;
9: end for

gradient descent step in the inner loop of the bilevel optimization problem; and (ii)

learning around a common mean (denoted CommonMean) [34], which is based on

meta-regularization. It learns the model parameters for task τ by minimizing the loss

with a proximal regularizer around the meta-parameter θ:

w(prox)
τ (θ) = arg min

w
∑(xi,yi)∈Sτ

1
2
(w⊤xi − yi)

2 +
λ

2
∥w − θ∥2

= (λI + X⊤
τ Xτ)

−1(λθ+ X⊤
τ yτ), (3.1)

where Xτ = [x⊤1 ; . . . ; x⊤ns ] is the sample matrix from Sτ (each column of Xτ is an input

vector), and yτ = [y1; . . . ; yns ] is the corresponding label vector. Note that w(prox)
τ is a

function of θ. Algorithms 1 and 2 show MAML and CommonMean, respectively, for

this problem.

Recently, Balcan et al. [7] study the convex online meta-learning setting and show that

both approaches achieve the same average task regret. Here, we consider the offline

setting. First, the following Proposition shows that both MAML and CommonMean

converge to the same meta-parameter. All proofs for theoretical results in this chapter

are in the Appendix.

Proposition 3.2.1. Let ηt = 1/t. Assume that γ < 1/σ2
x . Both ψt in MAML (with one inner

gradient step) and θt in CommonMean converge to w̄ = Eτw⋆
τ.

The following Proposition shows that w̄ in Proposition 3.2.1 is also the best ψ (for

MAML) or θ (for CommonMean) with the lowest population risk for this meta-learning

problem.

Proposition 3.2.2. Assume γ<1/σ2
x . We have w̄=arg minθ EτESτ

EQτ ∑(x,y)∈Qτ
(x⊤w(prox)

τ −

y)2=arg minψ EτESτ
EQτ∑(x,y)∈Qτ

(x⊤w(gd)
τ −y)2.
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Algorithm 2 CommonMean [34].
Require: hyperparameter λ, step size ηt, batch size b;

1: for t = 1, 2, 3, . . . do
2: sample a batch Bt of tasks from p(τ);
3: base learner:
4: for τ ∈ Bt do
5: w(prox)

τ = minw
1
2∥Xτw − yτ∥2 + λ

2 ∥w − θt∥2;

6: gτ = 1
2 ∑(x,y)∈Qτ

∇θt(x
⊤w(prox)

τ − y)2;
7: end for
8: meta-learner: θt+1 = θt − ηt

b ∑τ∈Bt
gτ;

9: end for

During meta-testing, we sample a task τ′ ∼ p(τ) with parameter w⋆
τ′ . Let Xτ′ be the

sample matrix from Sτ′ , and yτ′ be the corresponding label vector. We assume that Xτ′

is full rank and ns < d. To simplify notations, we drop the subscript τ′ in the following.

Let the singular value decomposition of X be UΣV⊤ (where Σ = diag([ν1, . . . , νns ])), and

V⊥ be V’s orthogonal complement.

As only forward passes are needed, it is common for the base learner in MAML to

perform multiple gradient steps [51]. With the convex loss and linear model here,

the base learner can obtain a globally optimal solution w(gd∞) directly (which is

equivalent to taking infinite gradient steps). As is common in few-shot learning,

the number of support samples is much smaller than feature dimensionality. Hence,

w(gd∞) is not unique but depends on the learned initialization. Let w(gd∞) be writ-

ten as w(gd∞) = Va(gd∞) + V⊥b(gd∞). For gradient descent, its update direction

X⊤(Xw − y) = VΣU⊤(Xw − y) is always in the span of V and so b(gd∞) remains

unchanged.

Let w⋆ and θ be written as w⋆ = Va⋆ + V⊥b⋆ and θ = Va0 + V⊥b0. Moreover, let

ã = a0 − a⋆ and b̃ = b0 − b⋆.

Proposition 3.2.3 ([68]). Assume that γ < min1≤j≤ns 1/ν2
j . We have Eξ∥w(gd∞) − w⋆∥2 =

∥b(gd∞) − b⋆∥2 + ∑ns
j=1

(
σξ

νj

)2
, where the expectation is over the label noise vector ξ.

For CommonMean, using the Woodbury matrix identity, we have w(prox) = θ +

X⊤(λI + XX⊤)−1(y − Xθ) = V(a0 + ΣU⊤(λI + XX⊤)−1(y − Xθ)) + V⊥b0 ≡ Va(prox) +

V⊥b(prox), where b(prox) = b0. Assume that w(gd∞) is initialized with θ. Since b(gd∞)

remains unchanged, w(prox) and w(gd∞) only differ in the components lying in the

column space of V.
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Proposition 3.2.4. Eξ∥w(prox)−w⋆∥2 = ∥b̃∥2 +∑ns
j=1

(
λãj

λ+ν2
j

)2

+∑ns
j=1

(
σξ

(λ/νj)+νj

)2
, where

the expectation is over the label noise vector ξ.

As can be seen, when the labels are noise-free (σ2
ξ = 0), w(gd∞) performs better than

w(prox). However, when the labels are noisy, as ns < d, gradient descent always

converges to zero training error and overfits the noisy labels. On the other hand, the

estimation error of w(prox) equals to that of w(gd∞) when λ = 0. For λ > 0, it trades off

between fitting the noisy labels (the last term in Proposition 3.2.4) and introducing an

estimation bias of a⋆ (the second term in Proposition 3.2.4).

3.3 The Proposed MetaProx

It is straightforward to use the dual formulation for the CommonMean algorithm. When

the square loss is used as ℓ(·, ·), it is easy to see that the dual variable has the closed-form

solution

ατ = (I + λ−1XτX⊤
τ )

−1(yτ − Xτθ). (3.2)

Compared with the primal formulation, we only need to invert a ns × ns matrix (instead

of the d × d matrix λI + X⊤
τ Xτ). In meta-learning, usually ns ≪ d (e.g., ns = 5). From

the dual solution ατ, the primal solution can be recovered as wτ = θ+ λ−1X⊤
τ ατ. Given

a query example (x, y) ∈ Qτ, the model predicts ŷ = x⊤wτ = x⊤θ+ λ−1x⊤X⊤
τ ατ. The

loss gradient is ∇θℓ(ŷ, y) = ∇1ℓ(ŷ, y)∇θŷ, where ∇1ℓ(ŷ, y) denotes the gradient w.r.t.

the first argument, and ∇θŷ = x + λ−1(∇θατ)⊤Xτx,∇θατ = −(I + λ−1XτX⊤
τ )

−1Xτ.

The complexity of computing ∇θℓ(ŷ, y) is thus very low (O(n3
s + n2

s d)).

The dual formulation also allows the introduction of nonlinearity with the kernel trick.

Based on deep kernels [247], recent state-of-the-arts (R2D2 [11], MetaOptNet [117], and

DKT [169]) propose to use a base kernel in the base learner and update the deep network

in the meta-learner. However, their regularizers are not learnable. In this work, we

propose learning a proximal regularizer for the base learner (Algorithm 3). Specifically,

let NN(x; ϕ) be a feature extractor parameterized by ϕ. An input x is mapped to

z = NN(x; ϕt−1) in an embedding space E . Zτ ≡ [z⊤1 ; . . . ; z⊤ns ], where zi = NN(xi; ϕt−1)

for xi ∈ Sτ. K is a base kernel on E × E , and H is the corresponding RKHS. The primal
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problem in the inner loop is:

f̂τ = arg min
fτ∈H

∑(xi,yi)∈Sτ
ℓ( fτ(zi), yi) +

λ

2
∥ fτ − fθt−1∥2

H. (3.3)

By the representer theorem [205], the solution of (3.3) is fτ = fθ + ∑(xi,yi)∈Sτ
ατ,iKzi ,

where Kzi = K(zi, ·) ∈ K, and ατ = [ατ,1; . . . ; ατ,ns ] is obtained from the convex

program

min
ατ

∑(xi,yi)∈Sτ
ℓ( fτ(zi), yi) + α⊤

τ K(Zτ, Zτ)ατ, (3.4)

where Zτ = [z⊤1 ; . . . ; z⊤ns ], and K(Zτ, Zτ) is the kernel matrix. Note that the hy-

perparameter λ in (3.3) is absorbed into z as the network is learnable. With the

square loss, the dual solution of (3.4) is ατ = (I +K(Zτ, Zτ))−1(yτ − fθ(Zτ)), where

fθ(Zτ) = [ fθ(z1); . . . ; fθ(zns)]. For general loss functions, the dual problem has no

closed-form solution, but this has only ns variables (which is usually small) and can be

solved efficiently.

After the base learner has obtained the dual solution ατ, the meta-learner updates

fθ and network parameter ϕ by one gradient descent step on the validation loss

∑(x,y)∈Qτ
ℓ(ŷ, y), where ŷ ≡ fτ(z) = fθ(z)+K(Zτ, z)⊤ατ. By the chain rule, ∇(θ,ϕ)ℓ(ŷ, y) =

∇1ℓ(ŷ, y)∇(θ,ϕ)ŷ. The first component ∇1ℓ(ŷ, y) can be computed directly and the sec-

ond component is

∇(θ,ϕ)ŷ = ∇(θ,ϕ) fθ(z) + (∇(θ,ϕ)K(Zτ, z))⊤ατ + (∇(θ,ϕ)ατ)
⊤K(Zτ, z). (3.5)

Both ∇(θ,ϕ) fθ(z) and ∇(θ,ϕ)K(Zτ, z) can be obtained by direct differentiation. By the

chain rule, we have ∇(θ,ϕ)ατ = ∇pατ∇(θ,ϕ)p, where p = [ fθ(z1); . . . ; fθ(zns);K(Zτ, z1);

. . . ;K(Zτ, zns)] ∈ Rns+n2
s is the input to the dual problem. ∇(θ,ϕ)p can be directly com-

puted. When the square loss is used, ∇pατ = −(I +K(Zτ, Zτ))−1
[
I | I ⊗ α⊤

τ

]
. For

a general loss, ατ is obtained by solving the convex program. Hence, ατ depends

implicitly on p and ∇pατ can be obtained by implicit differentiation. Denote the

dual objective in (3.4) by g(p, α). By the implicit function theorem [198], ∇pατ =

−
(
∇2

αg(p, ατ)
)−1 ∂2

∂p∂α g(p, ατ), where ∇2
αg(p, ατ) = ∑(xi,yi)∈Sτ

∇2
1ℓ( fτ(zi), yi)K(Zτ, zi)

K(Zτ, zi)
⊤ + K(Zτ, Zτ), ∂2

∂p∂α g(p, ατ) = [K(Zτ, Zτ)D | (K(Zτ, Zτ)D) ⊗ α⊤
τ + v⊤ ⊗

I + I ⊗ α⊤
τ ], D = diag([∇2

1ℓ( fτ(z1), y1); . . . ;∇2
1ℓ( fτ(zns), yns)]), v = [∇1ℓ( fτ(z1), y1);

. . . ;∇1ℓ( fτ(zns), yns)], where ⊗ is the Kronecker product. The whole procedure, called

MetaProx, is shown in Algorithm 3. Let nϕ and nθ be the numbers of parameters in ϕ
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Algorithm 3 MetaProx.

Require: stepsize ηt, batch size b, feature extractor NN(·; ϕ), base kernel K;
1: for t = 1, 2, · · · , T do
2: sample a batch Bt of tasks from T ;
3: base learner:
4: for τ ∈ Bt do
5: zi = NN(xi; ϕt−1) for each (xi, yi) ∈ Sτ;
6: fτ(z; α) ≡ fθt−1(z) +K(Zτ, z)⊤α denote the task model w.r.t. dual variables;
7: ατ = arg minα ∑(xi,yi)∈Sτ

ℓ( fτ(zi; α), yi) + α⊤K(Zτ, Zτ)α;
8: end for
9: meta-learner:

10: for τ ∈ Bt do
11: gτ = ∑(x,y)∈Qτ

∇(θt−1,ϕt−1)
ℓ(ŷ, y), where ŷ = fτ(z; ατ) and z = NN(x; ϕt−1);

12: end for
13: (θt, ϕt) = (θt−1, ϕt−1)−

ηt
b ∑τ∈Bt gτ;

14: end for
15: return (θT, ϕT).

and θ, respectively. Computing ∇(θ,ϕ)ℓ(ŷ, y) takes O(n3
s + n2

s (nθ + nϕ)) time, which is

linear in the number of meta-parameters. This is lower than the other meta-learning

algorithms (e.g., MAML [51] with single step takes O(n2
ϕ) time, iMAML [188]: O(n3

ϕ),

CommonMean [34]: O(d3)).

The proposed MetaProx has several advantages:

1. After kernel extension, fθ is a function in H. For nonlinear kernels (e.g., RBF

kernel, cosine kernel), fθ is nonlinear, thus, MetaProx learns a meta-regularization

for a nonlinear base learner.

2. fθ in the base learner is learnable. By setting fθ = 0, MetaProx recovers the

state-of-the-art MetaOptNet [117].

3. For square loss, ατ = (I +K(Zτ, Zτ))−1(yτ − fθt−1(Zτ)) has an efficient closed-

form solution. For general losses, the dual problem is convex and can be solved

efficiently, as the size of α is very small (only ns). Though MetaProx still requires

matrix inversion in computing meta-gradients, the size is only ns × ns, much

smaller than nϕ × nϕ in iMAML [188].
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3.4 Theoretical Analysis

Let Lmeta(θ, ϕ) = 1
|T | ∑τ∈T ∑(x,y)∈Qτ

ℓ( fθ(z; ατ), y) be the empirical loss of general-

ization measure Eτ∼p(τ) ∑(x,y)∈Qτ
ℓ( fθ(z; ατ), y), where z = NN(x; ϕ). With the linear

kernel and square loss, the dual solution (3.2) is affine in the meta-parameter, and

so is the primal solution wτ = θ + λ−1X⊤
τ ατ. Thus, the meta-loss Lmeta(θ, ϕ) is con-

vex and convergence follows from convex optimization [15, 34]. After introducing

nonlinearity, the meta-loss is no longer convex. The following introduces Lipschitz-

smoothness assumptions, which have been commonly used in stochastic non-convex

optimization [62, 192] and meta-learning in non-convex settings [47, 284].

Assumption 3.4.1 (Smoothness). (i) The deep network NN(x; ϕ) is Lipschitz-smooth,

i.e., ∥∇ϕ NN(x; ϕ) −∇ϕ NN(x; ϕ′)∥ ≤ η1∥ϕ − ϕ′∥ with a Lipschitz constant η1 > 0;

(ii) the kernel K(z, z′) is Lipschitz-smooth w.r.t. (z, z′); (iii) fθ(z) is Lipschitz-smooth

w.r.t. (θ, z); (iv) Eτ∼T ∥∇(θ,ϕ) ∑(x,y)∈Qτ
ℓ( fθ(z; ατ), y) − ∇(θ,ϕ)Lmeta(θ, ϕ)∥2 = σ2

g,

where τ ∼ T denotes uniformly sample a task from T ; (v) ∇2
1ℓ(ŷ, y) is Lipschitz

w.r.t. ŷ, i.e., |∇2
1ℓ(ŷ, y)−∇2

1ℓ(ŷ
′, y)| ≤ η2|ŷ − ŷ′| with a Lipschitz constant η2 > 0.

The following Lemma guarantees the smoothness of the meta-loss.

Lemma 3.4.2. Lmeta(θ, ϕ) is Lipschitz-smooth w.r.t. (θ, ϕ) with a Lipschitz constant ηmeta.

Theorem 3.4.1. Let the step size be ηt = min(1/
√

T, 1/2ηmeta). Algorithm 3 satisfies

min
1≤t≤T

E∥∇(θt,ϕt)
Lmeta(θt, ϕt)∥2 = O

(
σ2

g√
T

)
,

where the expectation is taken over the random training samples.

This rate is the same as MAML [47, 95] and Meta-MinibatchProx [284]. For MAML with

J > 1 gradient steps, [95] assumes that the step size in the inner loop is of the order 1/J.

This slows down inner loop learning when J is large. On the other hand, MetaProx does

not have this restriction, as its meta-gradient depends only on the last iterate rather

than all iterates along the trajectory.

Next, we study the global convergence of MetaProx. Prior work [52, 284] focus on

the case where Lmeta(θ, ϕ) is strongly convex in (θ, ϕ). This can be restrictive in deep

learning. We instead only require ℓ(ŷ, y) to be strongly convex in ŷ. This assumption is
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easily met by commonly-used loss functions such as the square loss and logistic loss

with a compact domain. A recent work [234] studies the global convergence of MAML

in over-parameterized neural networks. Over-parameterization is closely related to the

assumption of uniform conditioning [90, 116, 134].

Assumption 3.4.3 (Uniform conditioning [134]). A multivariable function M(θ, ϕ) is

µ-uniformly conditioning if its tangent kernel [90] satisfies

min
(θ,ϕ)

λmin(∇(θ,ϕ)M(θ, ϕ)∇⊤
(θ,ϕ)M(θ, ϕ)) ≥ µ > 0,

where λmin(·) is the smallest eigenvalue of the matrix argument.

Assume that the loss ℓ(·, ·) is ρ-strongly convex w.r.t. the first argument and Assump-

tion 3.4.1 holds. Let xτ,j be the jth query example of task τ, zτ,j be its embedding,

and ŷτ,j = fθ(zτ,j) + K(Zτ, zτ,j)
⊤ατ be its prediction, where ατ is the dual solution.

Let M(θ, ϕ) =
[
ŷτ1,1; . . . ; ŷτ1,nq ; . . . ; ŷτ|T |,1; . . . ; ŷτ|T |,nq

]
be an auxiliary function which

maps the meta-parameter to predictions on all query examples. The following Theorem

shows that the proposed algorithm converges to a global minimum of the empirical

risk Lmeta(θ, ϕ) at the rate of O(σ2
g/

√
T). The rate is improved to exponential if the

meta-learner adopts full gradient descent.

Theorem 3.4.2. Assume M(θ, ϕ) is uniform conditioning. (i) Let ηt = min(1/
√

T, 1/2ηmeta).

Algorithm 3 satisfies min1≤t≤T ELmeta(θt, ϕt)− min(θ,ϕ) Lmeta(θ, ϕ) = O
(

σ2
g/

√
T
)
, where

the expectation is taken over the random training samples. (ii) Let ηt=η<min(1/2ηmeta, 4|T |/ρµ)

and Bt = T . Algorithm 3 satisfies Lmeta(θt, ϕt)−min(θ,ϕ) Lmeta(θ, ϕ) = O((1− ηρµ/4|T |)t).

3.5 Experiments on Few-shot Regression

Data sets. Experiments are performed on three data sets.

(i) Sine. This is the sinusoid regression problem in [51]. Samples x’s are uniformly

sampled from [−5, 5]. Each task τ learns a sine function y = aτ sin(x + bτ) + ξ, where

aτ ∈ [0.1, 5], bτ ∈ [0, π], and ξ ∼ N (0, σ2
ξ ) is the label noise. We consider both σ2

ξ = 0

(noise-free) and σ2
ξ = 1. In addition to the 5-shot setting in [51], we also evaluate on

the more challenging 2-shot setting. We randomly generate a meta-training set of 8000
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tasks, a meta-validation set of 1000 tasks for early stopping, and a meta-testing set of

2000 tasks for performance evaluation.

(ii) Sale. This is a real-world dataset from [221], which contains weekly purchased

quantities of 811 products over 52 weeks. For each product (task), a sample is to predict

the sales quantity for the current week from sales quantities in the previous 5 weeks.

Thus, each product contains 47 samples. We evaluate on the 5-shot and 1-shot settings.

We randomly split the tasks into a meta-training set of 600 tasks, a meta-validation set

of 100 tasks, and a meta-testing set of 111 tasks.

(iii) QMUL, which is a multiview face dataset [64] from Queen Mary University of

London. This consists of grayscale face images of 37 people (32 for meta-training and

5 for meta-testing). We follow the setting in [169] and evaluate the model on 10-shot

regression. Each person has 133 facial images covering a viewsphere of ±90 in yaw

and ±30 in tilt at 10 increment. A task is a trajectory taken from the discrete manifold

for images from the same person. The regression goal is to predict the tilt given an

image. In the in-range setting, meta-training tasks are sampled from the entire manifold.

In the more challenging out-of-range setting, meta-training tasks are sampled from the

sub-manifold with yaw in [−90, 0]. In both settings, meta-testing tasks are sampled

from the entire manifold. We randomly sample 2400 tasks for meta-training, and 500

tasks for meta-testing. As in [169], we do not use a meta-validation set since the dataset

is small.

Network Architecture. For Sine and Sale, we use the network in [51], which is a small

multilayer perceptron with two hidden layers of size 40 and ReLU activation. For

QMUL, we use the three-layer convolutional neural network in [169]. The embeddings

are always from the last hidden layer. We use a simple linear kernel as base kernel, and

fθ(z) = θ⊤z.

Implementation Details. We use the Adam optimizer [108] with a learning rate of 0.001.

Each mini-batch has 16 tasks. For Sine and Sale, the model (ϕ and fθ) is meta-trained

for 40, 000 iterations. To prevent overfitting on the meta-training set, we evaluate the

meta-validation performance every 500 iterations, and stop training when the loss on

the meta-validation set has no significant improvement for 10 consecutive evaluations.

For QMUL, we follow [169] and meta-train the model for 100 iterations. We repeat each

experiment 30 times. For performance evaluation, we use the average mean squared

error (MSE) on the meta-testing set.
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Table 3.1: Average MSE (with 95% confidence intervals) of few-shot regression on the
Sine and Sale datasets. (The confidence intervals in Sale experiments are ±0.001 for all
methods)

Sine (2-shot) Sine (5-shot) Sale

noise-free noisy noise-free noisy 1-shot 5-shot

CommonMean [34] 4.58 ± 0.07 4.59 ± 0.07 4.29 ± 0.06 4.31 ± 0.06 0.090 0.074
MAML [51] 1.24 ± 0.12 1.91 ± 0.13 0.41 ± 0.03 1.15 ± 0.05 0.069 0.063

iMAML [188] 1.12 ± 0.11 1.84 ± 0.10 0.38 ± 0.02 1.02 ± 0.05 0.068 0.063
Meta-MinibatchProx [284] 1.15 ± 0.08 1.87 ± 0.09 0.37 ± 0.02 1.01 ± 0.03 0.081 0.064

MetaOptNet-RR [117] 0.18 ± 0.01 0.79 ± 0.01 0.01 ± 0.00 0.19 ± 0.01 0.088 0.068
MetaProx 0.11 ± 0.01 0.43 ± 0.01 0.01 ± 0.00 0.13 ± 0.01 0.061 0.060

Baselines. On Sine and Sale, we compare MetaProx with CommonMean [34], MAML [51],

MetaOptNet-RR [117], Meta-MinibatchProx [284], and iMAML [188]. CommonMean is

a linear model, and MetaOptNet-RR is equivalent to MetaProx when fθ = 0. Follow-

ing [51], we set the number of inner gradient steps for MAML to 1 during meta-training,

and 20 during meta-validation and meta-testing. Both Meta-MinibatchProx [284] and

iMAML [188] are meta-regularization approaches. For QMUL, we compare MetaProx

with the baselines reported in [169] (i.e., DKT [169], Feature Transfer [41], and MAML).

As further baselines, we also compare with Meta-MinibatchProx and MetaOptNet-RR

to evaluate the improvement of MetaProx due to the learnable fθ.

Results on Sine. Figure 3.1 shows the convergence curves of MetaProx and the baselines.

We do not show the convergence of CommonMean, as it does not use a neural network

backbone as the other methods. As can be seen, MetaProx converges much faster and

better than the non-kernel-based methods (MAML, iMAML and Meta-MinibatchProx).

In the 2-shot settings, MetaProx converges to a loss smaller than that of MetaOptNet-RR.

Figure 3.2 shows the learned functions on 2 meta-testing tasks (τ1 with (a = 4.6, b = 3.2)

and τ2 with (a = 3.7, b = 0.5)) in the 5-shot setting and more challenging 2-shot setting.

As can be seen, MetaProx always fits the target curve well. Though MAML, iMAML

and Meta-MinibatchProx can fit the support samples, it performs worse in regions far

from the support samples. This is especially noticeable in the 2-shot setting.

Table 3.1 shows the MSE on the meta-testing set. Obviously, CommonMean (a linear

model) fails in this nonlinear regression task. MetaProx and MetaOptNet-RR signifi-

cantly outperforms the other baselines. MetaProx (with the learned fθ) performs better

than MetaOptNet-RR, particularly when the data is noisy.
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(a) 2-shot, σ2
ξ = 0. (b) 2-shot, σ2

ξ = 1.

(c) 5-shot, σ2
ξ = 0. (d) 5-shot, σ2

ξ = 1.

Figure 3.1: Convergence curves for few-shot sinusoid regression.

Results on Sale. As can be seen from Table 3.1, the linear model (CommonMean) per-

forms poorly as expected. MetaProx again outperforms the other baselines, particularly

in the more challenging 1-shot setting.

Results on QMUL. Table 3.2 shows that MetaProx achieves the lowest MSE and the ker-

nel methods (DKT+RBF, DKT+Spectral, MetaOptNet-RR, and MetaProx) perform better

than non-kernel-based methods (Feature Transfer, MAML, and Meta-MinibatchProx).

MetaProx with the learnable fθ reduces the errors of MetaOptNet-RR by half.
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(a) task τ1, σ2
ξ = 0. (b) task τ1, σ2

ξ = 1.

(c) task τ2, σ2
ξ = 0. (d) task τ2, σ2

ξ = 1.

(e) task τ1, σ2
ξ = 0. (f) task τ1, σ2

ξ = 1.

(g) task τ2, σ2
ξ = 0. (h) task τ2, σ2

ξ = 1.

Figure 3.2: Sinusoid regression: Two meta-testing tasks τ1 and τ2 with different σξ ’s in
2-shot ((a) –(d)) and 5-shot ((e)–(h)) settings.

3.6 Experiments on Few-shot Classification

Datasets. We use the standard 5-way K-shot setting (K = 1 or 5) on mini-ImageNet [231],

which consists of 100 randomly chosen classes from ILSVRC-2012 [199]. Each class

contains 600 84× 84 images. We use the commonly-used split in [191]: the 100 classes are
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Table 3.2: Average MSE (with 95% confidence intervals) of few-shot regression on
QMUL (10-shot). Results of the first four methods are from [169].

in-range out-of-range

Feature Transfer [41] 0.22 ± 0.03 0.18 ± 0.01
MAML [51] 0.21 ± 0.01 0.18 ± 0.02

DKT + RBF [169] 0.12 ± 0.04 0.14 ± 0.03
DKT + Spectral [169] 0.10 ± 0.02 0.11 ± 0.02

Meta-MinibatchProx [284] 0.171 ± 0.022 0.193 ± 0.025
MetaOptNet-RR [117] 0.021 ± 0.007 0.039 ± 0.009

MetaProx 0.012 ± 0.003 0.020 ± 0.005

randomly split into 64 for meta-training, 16 for meta-validation, and 20 for meta-testing.

Network Architecture. For the network backbone, we use the Conv4 in [51, 231] and

ResNet-12 in [117]. As the cosine similarity is more effective than ℓ2 distance in few-shot

classification [22], we adopt the cosine kernel K(z, z′) = cos(z, z′) as base kernel, where

z is the embedding of sample x extracted from the last hidden layer as in regression.

For each c = 1, . . . , 5, f
θ(c)

= [Kq(1) ; . . . ;Kq(5) ]⊤θ(c) is a weighted prototype classifier on

the embedding space, where q(1), . . . , q(5) are the class centroids computed from Sτ,

and the weights {θ(1), . . . , θ(5)} are meta-parameters.

Baselines. We compare MetaProx with the state-of-the-arts: (i) meta-initialization:

MAML [51] and its variants FOMAML [51], and REPTILE [157]; (ii) meta-regularization:

iMAML [188] and Meta-MinibatchProx [284]; and (iii) metric learning: ANIL [186],

R2D2 [11], ProtoNet [216], and MetaOptNet [117] with SVM using the linear kernel and

cosine kernel.

Implementation Details. The entire model is trained end-to-end. ℓ(ŷ, y) is the cross-

entropy loss. The CVXPYLayers package [2] is used to solve the dual problem. We train

the model for 80, 000 iterations, and each mini-batch has 4 tasks. We use the Adam

optimizer [108] with an initial learning rate of 0.001, which is then reduced by half every

2, 500 iterations. To prevent overfitting, we evaluate the meta-validation performance

every 500 iterations, and stop training when the meta-validation accuracy has no

significant improvement for 10 consecutive evaluations. We report the classification

accuracy averaged over 600 tasks randomly sampled from the meta-testing set.

Results. Tables 3.3 and 3.4 show the results for Conv4 and ResNet-12, respectively. As

can be seen, MetaProx is always the best. Compared with MetaOptNet-SVM, MetaProx
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Table 3.3: Accuracies (with 95% confidence intervals) of 5-way few-shot classification
on mini-ImageNet using Conv4. † means that the result is obtained by rerunning the code
with our setup here. Other results from their original publications (Result on the 5-shot
setting is not reported in iMAML [188]).

1-shot 5-shot

MAML [51] 48.7 ± 1.8 63.1 ± 0.9
FOMAML [51] 48.1 ± 1.8 63.2 ± 0.9
REPTILE [157] 50.0 ± 0.3 66.0 ± 0.6
iMAML [188] 49.0 ± 1.8 −

Meta-MinibatchProx [284] 50.8 ± 0.9 67.4 ± 0.9
ANIL [186] 46.7 ± 0.4 61.5 ± 0.5
R2D2 [11] 49.5 ± 0.2 65.4 ± 0.3

ProtoNet [216] 49.4 ± 0.8 68.2 ± 0.7
MetaOptNet-SVM(lin)† [117] 49.8 ± 0.9 66.9 ± 0.7
MetaOptNet-SVM(cos)† [117] 50.1 ± 0.9 67.2 ± 0.6

MetaProx 52.4 ± 1.0 68.8 ± 0.8

Table 3.4: Accuracies (with 95% confidence intervals) of 5-way few-shot classification
on mini-ImageNet using ResNet-12. † means that the result is obtained by rerunning the
code with our setup here.

1-shot 5-shot

FOMAML† [51] 57.41 ± 0.71 72.12 ± 0.54
ANIL† [186] 59.66 ± 0.68 73.28 ± 0.49

ProtoNet [216] 59.25 ± 0.64 75.60 ± 0.48
MetaOptNet-SVM(lin)† [117] 62.31 ± 0.64 78.21 ± 0.42
MetaOptNet-SVM(cos)† [117] 62.75 ± 0.42 78.68 ± 0.24

MetaProx 63.82 ± 0.23 79.12 ± 0.18

is better due to the learnable regularizer.

3.7 Conclusion

In this chapter, we propose MetaProx, an effective meta-regularization algorithm for

meta-learning. MetaProx combines deep kernel and meta-regularization. By reformulat-

ing the inner problem in the dual space, a learnable proximal regularizer is introduced

to the base learner. The meta-parameters in the regularizer and network are updated by

the meta-learner. We also establish convergence of MetaProx. Extensive experiments on
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standard datasets for regression and classification verify the effectiveness of learning a

proximal regularizer. Furthermore, MetaProx is more computationally efficient than

existing non-kernel-based methods.
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CHAPTER 4

Subspace Meta-Learning

4.1 Introduction

Typical meta-learning algorithms [51, 34, 188, 284] learn a globally-shared meta-model

for all tasks. For example, the Model-Agnostic Meta-Learning (MAML) algorithm [51]

learns a meta-initialization such that a good model for an unseen task can be finetuned

from limited samples by a few gradient updates. MetaProx proposed in Chapter 3

seeks a common meta-regularization for all task models. However, when the task

environments are complex and heterogeneous, task model parameters are diverse and

a single meta-model may not be sufficient to capture all the meta-knowledge.

To tackle this issue, a variety of methods have been proposed to learn structured meta-

knowledge by exploring the task structure [93, 259, 260, 285, 229]. For example, [93]

formulate the task distribution as a mixture of hierarchical Bayesian models, and update

the components (i.e., initializations) using an Expectation Maximization procedure.

TSA-MAML [285] first trains task models using vanilla MAML. Tasks are grouped into

clusters by k-means clustering, and cluster centroids form group-specific initializations.

Alternatively, task model parameters can be formulated into a subspace. In the linear

regression setting where task model vectors are sampled from a low-dimensional sub-

space, recent attempts [111, 229] use a moment-based estimator to recover the subspace

based on the property that the column space of the sample covariance matrix recovers

the underlying subspace. However, for nonlinear models such as deep networks, this

nice property no longer holds and the moment-based methods cannot be generalized.

In this chapter, we propose a model-agnostic algorithm called MUSML (MUltiple

Subspaces for Meta-Learning). Each subspace represents one type of meta-knowledge,

and subspace bases are treated as meta-parameters. For each task, the base learner builds

a task model from each subspace. The meta-learner then updates the subspace bases by

minimizing a weighted validation loss of the task models. We theoretically establish

upper bounds on the population risk, empirical risk and generalization gap. All these

bounds depend on the complexity of the subspace mixture (number of component
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subspaces and subspace dimensionality). Experiments on various datasets verify the

effectiveness of the proposed MUSML.

Our major contributions are four-fold: (i) We formulate task model parameters into a

subspace mixture and propose a novel algorithm to learn the subspace bases. (ii) The

proposed MUSML is model-agnostic and can be used on linear and nonlinear mod-

els. (iii) We theoretically study the generalization properties of the learned subspaces.

(iv) We perform extensive experiments on synthetic and real-world datasets. Results on

the synthetic dataset confirm that MUSML is able to discover the underlying subspaces

of task model parameters. Results on the real-world datasets demonstrate superiority

of MUSML over the state-of-the-arts.

4.2 Learning Multiple Subspaces for Meta-Learning

4.2.1 Linear Regression Tasks

We first focus on the linear setting, where the task is linear regression and all task

parameters lie in one single (linear) subspace. The following proposition shows that the

underlying subspace can be recovered using a moment-based estimator. All proofs of

theoretical results in this chapter are in the Appendix.

Proposition 4.2.1. [111, 229]. Assume that p(τ) is a distribution of linear regression tasks.

Each task τ is associated with a w⋆
τ ∈ Rd, and its samples are generated as y = x⊤w⋆

τ + ξ,

where x ∼ N (0, I) and ξ ∼ N (0, σ2
ξ ) is the noise. Then, Eτ∼p(τ)E(x,y)∼τ,(x′,y′)∼τyy′xx′⊤ =

Eτ∼p(τ)w⋆
τw⋆⊤

τ .

Proposition 4.2.1 shows that Ŝ ≡ 1
|B| ∑τ∈B yτy′τxτx′⊤τ is an unbiased estimator of

Eτ∼p(τ)w⋆
τw⋆⊤

τ , where (xτ, yτ) and (x′τ, y′τ) are two samples drawn from τ, and B
is a collection of tasks. Hence, the column space of Ŝ recovers the column space of

Eτ∼p(τ)w⋆
τw⋆⊤

τ (i.e., the underlying subspace) when the number of tasks is sufficient.

4.2.2 The Proposed MUSML

While Proposition 4.2.1 can be used to recover the column space in a linear meta-learning

setting, extension to the nonlinear setting (such as deep networks) is difficult. To
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address this problem, we propose a model-agnostic algorithm called MUSML (MUltiple

Subspaces for Meta-Learning). We assume that the model parameters wτ’s lie in K

subspaces {S1, . . . ,SK}, which can be seen as an approximation to a nonlinear manifold.

For simplicity, we assume that all K subspaces have the same dimensionality m (this can

be easily extended to the case where the subspaces have different dimensionalities). Let

Sk ∈ Rd×m be a basis of Sk. {S1, . . . , SK} are then the meta-parameters to be learned.

The proposed procedure is shown in Algorithm 4. Given a task τ, the base learner

searches for the model parameter wτ over all subspaces with fixed Sk (steps 4-11). In

each subspace Sk, we search for the best linear combination v⋆
τ,k of the subspace’s basis

to form wτ:

v⋆
τ,k = arg min

vτ∈Rm
L(Sτ; Skvτ). (4.1)

Skv⋆
τ,k is then the task model parameter corresponding to the kth subspace. When

ℓ( f (x; w), y) is convex in w, it is easy to verify that L(Sτ; Skvτ) is also convex in vτ.

Hence, problem (4.1) can be solved as a convex program [15]. However, for nonlinear

models such as deep networks, the loss function in (4.1) is nonconvex, and thus finding

v⋆
τ,k is computationally intractable. Instead, we seek an approximate minimizer vτ,k by

performing J gradient descent steps from an initialization v(0)
τ,k , i.e.,

v(t′+1)
τ,k = v(t′)

τ,k − α∇
v(t′)

τ,k
L(Sτ; Skv(t′)

τ,k ),

where α > 0 is the step size and vτ,k ≡ v(J)
τ,k.

At meta-training, one can assign τ to the subspace with the best training set performance.

However, this is inefficient for learning meta-parameters since only one subspace is

updated at each step. Similar to DARTS [135], we relax the categorical choice to a

softmax selection over all candidate subspaces. The relaxed operation is differentiable

and all subspace bases can then be updated simultaneously, which accelerates learning.

Let oτ,k = L(Sτ; Skvτ,k) be the training loss for task τ when the kth subspace (where

k = 1, . . . , K) is used to construct its task model. The meta-learner updates {S1, . . . , SK}
by performing one gradient update on the weighted validation loss (steps 13-14):

K

∑
k=1

exp(−oτ,k/γ)

∑K
k′=1 exp(−oτ,k′/γ)

L(Qτ; Skvτ,k), (4.2)

where γ > 0 is the temperature. When γ is close to 0, the softmax selection becomes

one-hot; whereas when γ increases to ∞, the selection becomes uniform. In practice,
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Algorithm 4 MUltiple Subspaces for Meta-Learning (MUSML).
Require: stepsize α, {ηt}; number of inner gradient steps J, number of subspaces

K, subspace dimension m, temperature {γt}; initialization v(0);
1: for t = 0, 1, . . . , T − 1 do
2: sample a task τ with Sτ and Qτ;
3: base learner:
4: for k = 1, . . . , K do
5: initialize v(0)

τ,k = v(0);
6: for t′ = 0, 1, . . . , J − 1 do
7: v(t′+1)

τ,k = v(t′)
τ,k − α∇

v(t′)
τ,k
L(Sτ; Sk,tv

(t′)
τ,k );

8: end for
9: vτ,k ≡ v(J)

τ,k;
10: oτ,k = L(Sτ; Sk,tvτ,k);
11: end for
12: meta-learner:
13: Lvl = ∑K

k=1
exp(−oτ,k/γt)

∑K
k′=1 exp(−oτ,k′/γt)

L(Qτ; Sk,tvτ,k);

14: {S1,t+1, . . . , Sk,t+1} = {S1,t, . . . , Sk,t} − ηt∇{S1,t,...,Sk,t}Lvl;
15: end for
16: Return S1,T, . . . , SK,T.

we start at a high temperature and anneal to a small but nonzero temperature as in

[91, 26, 286]. Note that {oτ,k : k = 1, . . . , K} depend on the bases and ∇{S1,...,Sk}oτ,k can

be computed by auto-differentiation.

At meta-testing, for each testing task τ′, we assign τ′ to the subspace with the lowest

training loss, i.e., wτ′ = Skτ′ vτ′,kτ′ , where kτ′ ≡ arg min1≤k≤K L(Sτ′ ; Skvτ′,k) is the

chosen subspace index.

4.3 Theoretical Analysis

In this section, we study the generalization performance of the learned subspace bases

S ≡ {S1, . . . , SK} at meta-testing. The following assumptions on smoothness and

compactness are standard in meta-learning [8, 66, 47] and bilevel optimization [55, 8].

The boundedness assumption on the loss function is widely used in analyzing the

generalization of meta-learning algorithms [149, 173, 3] and traditional machine learning

algorithms [14].

Assumption 4.3.1. (i) ℓ( f (x; w), y) and ∇wℓ( f (x; w), y) are ϱ-Lipschitz and β-Lipschitz

in w, respectively;1 (ii) {vτ,k : τ ∼ p(τ), k = 1, . . . , K} and column vectors of Sk

1∥ℓ( f (x; w), y)−ℓ( f (x; w′), y)∥≤ϱ∥w−w′∥ and ∥∇wℓ( f (x; w), y)−∇wℓ( f (x; w′), y)∥ ≤ β∥w−w′∥.
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(k = 1, . . . , K) are in a compact set, and their ℓ2-norms are upper bounded by a constant

ρ > 0. (iii) ℓ(·, ·) is upper bounded by a constant ν > 0.

Let R(S) ≡ Eτ′EDtr
τ′
E(x,y)∼τ′ℓ( f (x; Skτ′ vτ′,kτ′ ), y) be the expected population risk, and

R̂(S) ≡ Eτ′EDtr
τ′
L(Dtr

τ′ ; Skτ′ vτ′,kτ′ ) be the expected empirical risk averaged over all tasks.

The following Theorem characterizes the generalization gap, i.e., the gap between the

population and empirical risks.

Theorem 4.3.1. With Assumption 4.3.1, we have

R(S) ≤ R̂(S)+K

√
ν2 + 12ϱν(1 + mαδ)J

2ns
, (4.3)

where δ = βρ2 > 0.

The proof is based on the connection between generalization and stability [14]. The

dependence on ns in (4.3) agrees with their Theorem 11, as the stability constant in

Algorithm 6 is of the order O(1/ns). From (4.3), one can observe that increasing the

subspace complexity (i.e., m or K) increases the upper bound of R(S)− R̂(S).

For notation simplicity, throughout this section, we omit the superscript τ′. Let z ≡ (x, y)

be the samples, ℓ(z; w) ≡ ℓ( f (x; w), y), and ∇wℓ( f (z; Sv)) ≡ ∇wℓ( f (z; w)) |w=Sv.

We first show the stability constant (in Lemma 9 of [14]) in Algorithm 4 is of the order

O(1/ns).

Let {z′i : i = 1, . . . , ns} be another ns samples from τ. Let S (i)
τ be another training set

which differs from Sτ only in the ith sample (i.e., S (i)
τ ≡ (Sτ −{zi})∪ {z′i}). We let vτ,k,i

(resp. vτ,k ) be the task model obtained from the base learner when using the training

set S (i)
τ (resp. Sτ).

Lemma 4.3.2 (Lemma 9 of [14]). Let D = {z1, . . . , zm} be a dataset containing m samples.

For any learning algorithm A (receives a training set and outputs a learned model) and loss

function ℓ such that 0 ≤ ℓ(·) ≤ M, we have

ED [Ezℓ(z;A(D))−R(D;A(D))]2 ≤ M2

2m
+ 3MED,z′i

|ℓ(zi;A(D))− ℓ(zi;A(D(i)))|

for any i∈{1, . . . , m}, where D(i) is a dataset obtained by replacing zi with z′i, and R(D;A(D))

is the empirical risk.
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Lemma 4.3.3. For the base learner in Algorithm 4, we have

ESτ
Ez′i∼τ |ℓ( f (xi; Skvτ,k), yi)− ℓ( f (xi; Skvτ,k,i), yi)| ≤

2ϱ(1 + αβρ2m)J

ns
.

Let w⋆
τ′ ≡ arg minwτ′ E(x,y)∼τ′ℓ( f (x; wτ′), y) be the optimal task model for task τ′, and

R⋆ ≡ Eτ′E(x,y)∼τ′ℓ( f (x; w⋆
τ′), y) be the minimum expected loss averaged over all tasks.

The following Theorem provides an upper bound on the expected excess risk [285]

R(S)−R⋆, which compares the performance of the learned task model with that of

the optimal model.

Theorem 4.3.2. With Assumption 4.3.1, we have

R(S)−R⋆ ≤ ρ
√

m Eτ′EDtr
τ′
∥vτ′,kτ′ − v⋆

τ′,kτ′
∥

+ϱEτ′EDtr
τ′

dist(w⋆
τ′ ,Skτ′)+K

√
ν2+12ϱν(1+mαδ)J

2ns
,

where dist(w⋆
τ′ ,Skτ′)≡minw∈Sk

τ′
∥w − w⋆

τ′∥ is the distance between w⋆
τ′ and Skτ′ .

From Theorem 4.3.2, R(S)−R⋆ is upper-bounded by three terms: (i) The first term

measures the distance between the approximate minimizer vτ′,kτ′ and exact minimizer

v⋆
τ′,kτ′

; (ii) The second term arises from the approximation error of w⋆
τ′ using the learned

subspaces; (iii) The third term depends on the complexity of subspaces (i.e., m and

K). For the centroid-based clustering method in [285], the upper bound of its expected

excess risk contains a term Eτ′EDtr
τ′
∥ωk⋆

τ′
− w⋆

τ′∥2, where ωk⋆
τ′

is the centroid of the

cluster that τ′ is assigned to. The distance ∥ωk⋆
τ′
− w⋆

τ′∥2 plays the same role as the term

dist(w⋆
τ′ ,Skτ′ ) in Theorem 4.3.2, which measures how far the optimal model w⋆

τ′ is away

from the subspaces or clusters.

4.4 Experiments on Few-shot Regression

4.4.1 Synthetic Data

In this experiment, we use a synthetic 1-dimensional data set to examine whether

MUSML can discover subspaces in which the task model parameters lie. We use a

5-shot regression setting, with 14, 000 meta-training, 2, 000 meta-validation, and 6, 000
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meta-testing tasks. The model for task τ is f (x; wτ) = exp(0.1wτ,1x) + wτ,2| sin(x)|, in

which wτ = [wτ,1; wτ,2] is randomly sampled from one of the two subspaces: (i) Line-A:

wτ = S1aτ + 0.1ξτ, where S1 = [1; 1], aτ ∼ U (1, 5), and ξτ ∼ N (0; I); and (ii) Line-B:

wτ = S2aτ + 0.1ξτ, where S2 = [−1; 1], aτ ∼ U (0, 2), and ξτ ∼ N (0; I). The samples of

task τ are generated as y = f (x; wτ) + 0.05ξ, where x ∼ U (−5, 5) and ξ ∼ N (0, 1). The

experiment is repeated 10 times with different seeds.

The subspace bases are trained for T = 30, 000 iterations using the Adam optimizer [108].

For the meta-learner, the initial learning rate is 0.001, which is then reduced by half

every 5, 000 iterations. The base learner uses a learning rate of α = 0.05, v(0) = 1
m 1,

and J is 5 (resp. 20) at meta-training (resp. meta-testing). The temperature is γt =

max(10−5, 0.5 − t/T), a linear annealing schedule as in [26, 286]. To prevent overfitting,

we evaluate the meta-validation performance every 2, 000 iterations, and stop training

when the meta-validation accuracy has no significant improvement for 5 consecutive

evaluations.

The proposed MUSML (with K = 2, m = 1) is compared with the following meta-

learning baselines: (i) MAML [51], (ii) BMG [54], which uses target bootstrap, and

structured meta-learning algorithms, including (iii) Dirichlet process mixture model

(DPMM) [93], (iv) hierarchically structured meta-learning (HSML) [259], (v) automated

relational meta-learning (ARML) [260] using a graph structure, and (vi) task similarity

aware meta-learning (TSA-MAML) [285] with different numbers of clusters. We use

these baselines’ official implementations (except for DPMM and BMG whose imple-

Table 4.1: Meta-testing MSE (with standard deviation) of 5-shot regression on synthetic
data. For TSA-MAML, the number in brackets is the number of clusters used.

MAML [51] 0.74 ± 0.03
BMG [54] 0.67 ± 0.03

DPMM [93] 0.56 ± 0.09
HSML [259] 0.49 ± 0.10
ARML [260] 0.60 ± 0.07

TSA-MAML(2) [285] 0.58 ± 0.10
TSA-MAML(10) [285] 0.24 ± 0.09
TSA-MAML(20) [285] 0.12 ± 0.10
TSA-MAML(40) [285] 0.14 ± 0.09
TSA-MAML(80) [285] 0.13 ± 0.08

MUSML 0.07 ± 0.01
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Figure 4.1: Visualization of task model parameters.

Table 4.2: Average Euclidean distance (with standard deviation) between the estimated
task model parameters and ground-truth in 5-shot setting on synthetic data. For TSA-
MAML, the number in brackets is the number of clusters used.

MAML [51] 1.69 ± 0.02
BMG [54] 1.55 ± 0.03

DPMM [93] 0.85 ± 0.10
HSML [259] 0.80 ± 0.09
ARML [260] 0.91 ± 0.11

TSA-MAML(2) [285] 0.88 ± 0.12
TSA-MAML(10) [285] 0.47 ± 0.19
TSA-MAML(20) [285] 0.33 ± 0.18
TSA-MAML(40) [285] 0.36 ± 0.19
TSA-MAML(80) [285] 0.36 ± 0.18

MUSML 0.17 ± 0.01

mentations are not publicly available). For performance evaluation, the mean squared

error (MSE) on the meta-testing set is used.

Results. Table 4.1 shows the meta-testing MSE. As can be seen, structured meta-learning

methods (DPMM, HSML, ARML, TSA-MAML, and MUSML) are significantly better

than methods with a globally-shared meta-model (MAML and BMG). In particular,

MUSML performs the best. Furthermore, simply increasing the number of clusters in

TSA-MAML fails to beat MUSML.
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Table 4.3: Meta-testing MSE (with standard deviation) of 15-shot regression on Pose.
Results on MAML and MR-MAML are from [265].

MAML [51] 5.39 ± 1.31
MR-MAML [265] 2.26 ± 0.09

BMG [54] 2.16 ± 0.15

DPMM [93] 1.99 ± 0.08
HSML [259] 2.04 ± 0.13
ARML [260] 2.21 ± 0.15

TSA-MAML [285] 1.96 ± 0.07
MUSML 1.83 ± 0.05

Figure 4.1 visualizes the task model parameters obtained by TSA-MAML(2) and MUSML

on 100 randomly sampled meta-testing tasks (50 per subspace). As can be seen, MUSML

successfully discovers the underlying subspaces, while the centroid-based clustering

method TSA-MAML does not. Table 4.2 shows the average Euclidean distance between

the estimated task model parameters and the ground truth. As can be seen, MUSML is

more accurate in estimating the task models, confirming the effectiveness of the learned

subspaces.

4.4.2 Pose Data

While the synthetic data used in the previous experiment is tailored for the proposed

subspace model, in this section, we perform experiments on a real-world pose prediction

dataset from [265]. This is created based on the Pascal 3D data [250]. Each object contains

100 samples, where input x is a 128× 128 grey-scale image and output y is its orientation

relative to a fixed canonical pose. Following [265], we adopt a 15-shot regression setting

and randomly select 50 objects for meta-training, 15 for meta-validation, and 15 for

meta-testing. The experiment is repeated 15 times with different seeds.

The MR-MAML regularization [265] is used on all the methods except the vanilla

MAML. MUSML uses the same encoder-decoder network in [265] as the model f (x; w).

Hyperparameters K and m, as well as the number of clusters in TSA-MAML, are chosen

from 1 to 5 using the meta-validation set. For performance evaluation, the MSE on the

meta-testing set is used.

Table 4.3 shows the meta-testing MSE. As can be seen, MUSML is again better than the

other baselines, confirming the effectiveness of the learned subspaces.
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Figure 4.2: Some random images from the meta-testing set of Meta-Dataset-BTAF (Top
to bottom: Bird, Texture, Aircraft, and Fungi).

Table 4.4: Statistics of the datasets.

#classes
(meta-training/meta-validation/meta-testing)

Bird 64/16/20
Texture 30/7/10
Aircraft 64/16/20
Fungi 64/16/20

CIFAR-FS 64/16/20
mini-ImageNet 64/16/20

Omniglot 71/15/16

4.5 Experiments on Few-shot Classification

4.5.1 Experimental Setup

Setup. In this experiment, we use three meta-datasets: (i) Meta-Dataset-BTAF, proposed

in [259], which consists of four image classification datasets: (a) Bird; (b) Texture; (c) Air-

craft; and (d) Fungi. Sample images are shown in Figure 4.2. (ii) Meta-Dataset-ABF,

proposed in [285], which consists of Aircraft, Bird, and Fungi. (iii) Meta-Dataset-CIO,

which consists of three widely-used few-shot datasets: CIFAR-FS [11], mini-ImageNet

[231], and Omniglot [113]. We use the meta-training/meta-validation/meta-testing

splits in [260, 285, 113]. A summary of the datasets is in Table 4.4.
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As for the network architecture, we use the standard Conv4 backbone [51, 260, 285],

and a simple prototype classifier with cosine similarity on top [216, 63] as f (x; w).

Hyperparameters K and m are chosen from 1 to 5 on the meta-validation set.

We use the cross-entropy loss for ℓ(·, ·). The number of parameters in Conv4 is 113, 088.

For the base learner, α = 0.01, v(0) = 1
m 1, and J is set to 5 (resp. 15) at meta-training (resp.

meta-validation or meta-testing). We train the subspace bases for T = 100, 000 iterations

using the Adam optimizer [108] with an initial learning rate of 0.001, which is then

reduced by half every 5, 000 iterations. The temperature is set to γt = max(10−5, 0.8 −
t/T), which is again a linear annealing schedule [26, 286]. To prevent overfitting,

we evaluate the meta-validation performance every 2, 000 iteration and stop training

when the meta-validation accuracy has no significant improvement for 5 consecutive

evaluations. Hyperparameters K and m are chosen from 1 to 5 on the meta-validation

set. In practice, as shown in Section 4.5.5, m can simply be fixed at 2, and K can be

chosen from 3 to 4. As the search space of K is small, the additional cost of tuning K

and m is small.

MUSML is compared with the following state-of-the-arts in the 5-way 5-shot and 5-

way 1-shot settings: (i) meta-learning algorithms with a globally-shared meta-model,

including MAML, ProtoNet, ANIL [186], and BMG; (ii) structured meta-learning algo-

rithms, including DPMM, HSML, ARML, TSA-MAML and its variant using ProtoNet

as the base learner (denoted TSA-ProtoNet). The number of clusters in TSA-MAML

and TSA-ProtoNet are tuned from 1 to 5 on the meta-validation set. For performance

evaluation, the classification accuracy on the meta-testing set is used. The experiment is

repeated 5 times with different seeds.

4.5.2 Meta-Dataset-BTAF

Table 4.5 shows the 5-shot results. As can be seen, MUSML is more accurate than

both structured and unstructured meta-learning methods, demonstrating the benefit of

structuring task model parameters into subspaces. Figure 4.3 shows the assignment of

tasks to the learned subspaces in MUSML. As can be seen, meta-training tasks from the

same dataset are always assigned to the same subspace, demonstrating that MUSML

can discover the task structure from meta-training tasks. Though the meta-validation

and meta-testing classes are not seen during meta-training, most of the corresponding

tasks are still assigned to the correct subspaces. The assignment for Texture is slightly
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Table 4.5: 5-way 5-shot accuracy (with 95% confidence interval) on Meta-Dataset-BTAF.
Results marked with † are from [260].

Bird Texture Aircraft Fungi average

MAML† [51] 68.52 ± 0.73 44.56 ± 0.68 66.18 ± 0.71 51.85 ± 0.85 57.78
ProtoNet [216] 71.48 ± 0.72 50.36 ± 0.67 71.67 ± 0.69 55.68 ± 0.82 62.29

ANIL [186] 70.67 ± 0.72 44.67 ± 0.95 66.05 ± 1.07 52.89 ± 0.30 58.57
BMG [54] 71.56 ± 0.76 49.44 ± 0.73 66.83 ± 0.79 52.56 ± 0.89 60.10

DPMM [93] 72.22 ± 0.70 49.32 ± 0.68 73.55 ± 0.69 56.82 ± 0.81 63.00
TSA-MAML [285] 72.31 ± 0.71 49.50 ± 0.68 74.01 ± 0.70 56.95 ± 0.80 63.20

HSML† [259] 71.68 ± 0.73 48.08 ± 0.69 73.49 ± 0.68 56.32 ± 0.80 62.39
ARML† [260] 73.68 ± 0.70 49.67 ± 0.67 74.88 ± 0.64 57.55 ± 0.82 63.95

TSA-ProtoNet [285] 73.70 ± 0.73 50.91 ± 0.74 73.55 ± 0.78 56.11 ± 0.82 63.57
MUSML 76.79 ± 0.72 52.41 ± 0.75 77.76 ± 0.82 57.74 ± 0.81 66.18
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Figure 4.3: Task assignment to the learned subspaces in 5-way 5-shot setting on Meta-
Dataset-BTAF (the number of subspaces K selected by the meta-validation set is 4).
Darker color indicates higher percentage.

worse, as the Texture and Fungi images are more similar to each other (Figure 4.2).

Table 4.6 shows the 1-shot results. MUSML, while still the best overall, has a smaller

improvement than in the 5-shot setting. This suggests that having more training samples

is beneficial for the base learner to choose a proper subspace. The assignment of tasks

to the learned subspaces is shown in Figure 4.4.
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Table 4.6: 5-way 1-shot accuracy (with 95% confidence interval) on Meta-Dataset-BTAF.
Results marked with † are from [260].

Bird Texture Aircraft Fungi average

MAML† [51] 53.94 ± 1.45 31.66 ± 1.31 51.37 ± 1.38 42.12 ± 1.36 44.77
ProtoNet [216] 60.37 ± 1.31 40.57 ± 0.78 52.83 ± 0.93 44.10 ± 1.36 49.50

ANIL [186] 53.36 ± 1.42 31.91 ± 1.25 52.87 ± 1.34 42.30 ± 1.28 45.11
BMG [54] 54.12 ± 1.46 32.19 ± 1.21 52.09 ± 1.35 43.00 ± 1.37 45.35

DPMM [93] 61.30 ± 1.47 35.21 ± 1.35 57.88 ± 1.37 43.81 ± 1.45 49.55
TSA-MAML [285] 61.37 ± 1.42 35.41 ± 1.39 58.78 ± 1.37 44.17 ± 1.25 49.93

HSML† [259] 60.98 ± 1.50 35.01 ± 1.36 57.38 ± 1.40 44.02 ± 1.39 49.35
ARML† [260] 62.33 ± 1.47 35.65 ± 1.40 58.56 ± 1.41 44.82 ± 1.38 50.34

TSA-ProtoNet [285] 60.41 ± 1.02 40.98 ± 1.20 53.29 ± 0.89 43.91 ± 1.31 49.64
MUSML 60.52 ± 0.33 41.33 ± 1.30 54.69 ± 0.69 45.60 ± 0.43 50.53
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Figure 4.4: Task assignment to the learned subspaces in 5-way 1-shot on Meta-Dataset-
BTAF (K selected by meta-validation set is 2).

4.5.3 Meta-Dataset-ABF and Meta-Dataset-CIO

Tables 4.7 and 4.8 show the results on Meta-Dataset-ABF and Meta-Dataset-CIO, respec-

tively. Here, we only consider the 5-shot setting, which is more useful for subspace

learning. As can be seen, MUSML consistently outperforms centroid-based clustering

methods (DPMM, TSA-MAML, TSA-ProtoNet) and structured meta-learning methods

(HSML, ARML). MUSML again outperforms methods with a globally-shared meta-

model (MAML, ProtoNet, ANIL, BMG), confirming the effectiveness of using a subspace

mixture. The performance of MUSML on Omniglot is slightly worse in Table 4.8. This

may be due to the fact that Omniglot is a simple dataset and a single meta-model is good
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Table 4.7: Accuracy (with 95% confidence interval) of 5-way 5-shot classification on
Meta-Dataset-ABF. Results marked with † are from [285].

Aircraft Bird Fungi average

MAML† [51] 67.82 ± 0.65 70.55 ± 0.77 53.20 ± 0.82 63.86
ProtoNet[216] 69.74 ± 0.64 71.46 ± 0.69 55.66 ± 0.68 65.62

ANIL [186] 69.24 ± 0.87 70.34 ± 1.20 53.71 ± 0.67 64.43
BMG [54] 69.75 ± 0.72 73.04 ± 0.77 54.61 ± 0.84 65.80

DPMM [93] 70.22 ± 0.69 73.28 ± 1.33 54.28 ± 1.01 66.26
TSA-MAML† [285] 72.84 ± 0.63 74.80 ± 0.76 56.86 ± 0.67 68.17

HSML† [259] 69.89 ± 0.90 68.99 ± 1.01 53.63 ± 1.03 64.17
ARML [260] 70.20 ± 0.91 69.12 ± 1.01 54.23 ± 1.07 64.52

TSA-ProtoNet [285] 74.42 ± 0.62 75.11 ± 0.72 56.77 ± 0.69 68.77
MUSML 79.88 ± 0.61 75.63 ± 0.73 57.80 ± 0.80 71.10

Table 4.8: Accuracy (with 95% confidence interval) of 5-way 5-shot classification on
Meta-Dataset-CIO.

CIFAR-FS mini-ImageNet Omniglot average

MAML [51] 66.28 ± 1.61 60.20 ± 1.20 96.91 ± 0.39 74.46
ProtoNet [216] 71.32 ± 1.54 62.90 ± 1.07 95.32 ± 0.25 76.51

ANIL [186] 66.08 ± 0.90 60.62 ± 0.94 97.13 ± 0.13 74.61
BMG [54] 70.49 ± 1.22 63.97 ± 1.19 97.92 ± 0.42 77.46

DPMM [93] 69.84 ± 1.42 62.92 ± 1.28 97.14 ± 0.28 76.63
TSA-MAML [285] 71.11 ± 1.55 62.57 ± 1.31 96.99 ± 0.31 76.89

HSML [259] 69.24 ± 1.57 62.28 ± 1.23 95.10 ± 0.32 75.54
ARML [260] 68.88 ± 1.91 63.26 ± 1.33 96.23 ± 0.31 76.12

TSA-ProtoNet [285] 72.37 ± 1.46 63.23 ± 1.52 96.21 ± 0.33 77.27
MUSML 73.25 ± 1.42 65.12 ± 1.48 95.13 ± 0.28 77.83

enough. As shown in Figure 4.5, its meta-validation and meta-testing tasks are often

assigned to the same subspace.

4.5.4 Cross-Domain Few-Shot Classification

We examine the effectiveness of MUSML on cross-domain few-shot classification, which

is more challenging as the testing domain is unseen at meta-training. We perform

5-way 5-shot classification, where Meta-Dataset-BTAF is used for meta-training, and

Meta-Dataset-CIO for meta-testing. Table 4.9 shows the meta-testing accuracy. As can be
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Figure 4.5: Task assignment to the learned subspaces in 5-way 5-shot setting on Meta-
Dataset-CIO (K selected by the meta-validation set is 3). Darker color indicates higher
percentage.

Table 4.9: Accuracy of cross-domain 5-way 5-shot classification (Meta-Dataset-BTAF →
Meta-Dataset-CIO).

MAML ProtoNet ANIL BMG DPMM TSA-MAML HSML ARML TSA-ProtoNet MUSML

64.25 66.13 65.19 66.98 66.73 66.85 65.18 65.37 66.92 67.41

seen, MUSML is also effective in unseen domains.

4.5.5 Effects of K and m

In this experiment, we study the effects of K and m on the 5-shot performance of MUSML

on Meta-Dataset-BTAF. Figure 4.6(a) shows that the meta-training accuracy increases

with K. However, a large K = 5 is not advantageous at meta-validation (Figure 4.6(b))

and meta-testing (Figure 4.6(c)).

Figures 4.7(b) and 4.7(c) show that the meta-validation and meta-testing accuracies

of MUSML increase when m increases from 1 to 2, but larger m’s (m = 3, 4, 5) lead

to worse performance. This is because the obtained task model parameters (W) lie

close to the union of 2-dimensional subspaces2, and so a larger m does not improve

performance. Figure 4.8 also shows that for the 4 subspaces, the first 2 singular values

of W are dominant.

To demonstrate the theoretical results in Section 4.3, we further study the effects of K

and m on the meta-testing loss. The average training (resp. testing) loss of meta-testing

2For example, for the W solution obtained with m = 5 on Meta-Dataset-BTAF (under 5-way 5-shot
setting), approximation by a rank-2 matrix Ŵ leads to a relative error (∥W − Ŵ∥F/∥W∥F) of only 4.1%.

49



1 2 3 4 5
K

70.0

72.5

75.0

77.5

80.0

82.5

85.0

87.5

90.0
M
et
a-
tra

in
in
g 
ac

cu
ra
cy

 (%
)

(a) Meta-training.

1 2 3 4 5
K

56

58

60

62

64

66

M
et
a-
va

lid
at
io
n 
ac

cu
ra
cy

 (%
)

(b) Meta-validation.

1 2 3 4 5
K

60

62

64

66

68

70

M
et
a-
te
st
in
g 
ac

cu
ra
cy
 (%

)

(c) Meta-testing.

Figure 4.6: 5-way 5-shot classification accuracy on Meta-Dataset-BTAF with varying K
(m is fixed at 2).
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(c) Meta-testing.

Figure 4.7: 5-way 5-shot classification accuracy on Meta-Dataset-BTAF with varying m
(K is fixed at 4).

tasks is an empirical estimate of R̂(S) (resp. R(S)), while their gap measures the

generalization performance.

Figure 4.9(a) shows that, for m ≥ 2, increasing K leads to a reduction in the training

loss. However, the testing loss does not always decrease when K increases (Figure

4.9(b)). Figure 4.9(c) shows that a large K or m may enlarge the generalization gap,

which justifies Theorem 4.3.1. As shown in Figure 4.9(c), the generalization gap is

approximately linear with K, which agrees with the relationship between the upper

bound of R(S)− R̂(S) and K in Theorem 4.3.1.
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Figure 4.8: Singular values of model parameters of meta-testing tasks under the 5-way
5-shot setting on Meta-Dataset-BTAF (K = 4 and m = 5).
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Figure 4.9: Effects of K and m on the training loss, testing loss, and generalization gap
(with 95% confidence interval) of meta-testing tasks under the 5-way 5-shot setting on
Meta-Dataset-BTAF.

Table 4.10: Accuracy of 5-way 5-shot classification on Meta-Dataset-BTAF.

γ 0.0001 0.001 0.01 0.1 1.0 2.0 MUSML

accuracy 51.22 60.12 61.15 63.16 62.11 62.02 66.18

4.5.6 Effects of Temperature Scaling Schedule

The temperature schedule used is linear annealing as in DynamicConvolution [26]

and ProbMask [286]. We conduct a 5-way 5-shot experiment on Meta-Dataset-BTAF

to evaluate MUSML with a constant temperature. Table 4.10 reports the meta-testing

accuracy. We can see that using a constant γ is inferior.
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Table 4.11: Accuracy of 5-way 5-shot classification on meta-datasets.

Meta-Dataset-BTAF Meta-Dataset-ABF Meta-Dataset-CIO

Meta-SGD [127] 58.93 64.19 75.95
MUSML-SGD 65.72 69.15 77.48

Meta-Curvature [167] 60.02 64.51 76.13
MUSML-Curvature 66.10 69.23 77.96

4.5.7 Improving Existing Meta-Learning Approaches

As the proposed MUSML is general, a subspace mixture is also useful for other meta-

learning approaches. In this experiment, we combine MUSML with Meta-Curvature

[167] and Meta-SGD [127]. Table 4.11 reports 5-way 5-shot accuracies on meta-datasets.

As can be seen, MUSML is beneficial for both Meta-Curvature and Meta-SGD.

4.6 Conclusion

In this chapter, we formulate task model parameters into a subspace mixture and pro-

pose a model-agnostic meta-learning algorithm with subspace learning called MUSML.

For each task, the base learner builds a task model from each subspace, while the meta-

learner updates the meta-parameters by minimizing a weighted validation loss. The

generalization performance is theoretically studied. Experimental results on benchmark

datasets for classification and regression validate the effectiveness of the proposed

MUSML.
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CHAPTER 5

Structured Prompting by Meta-Learning

Meta-learning is a general machine learning tool and has been successfully used in

various applications, such as computer vision [51, 216, 11, 175, 104, 255, 239] and

natural language processing [160, 261, 18, 72, 251, 264, 126]. This chapter introduces an

application of meta-learning to prompt tuning.

5.1 Introduction

In recent years, large pretrained language models have achieved great success in solving

a variety of downstream tasks [83, 38, 258, 32, 217, 69, 185, 16, 119, 33]. Though fine-

tuning the whole model [83, 38] is effective and widely-used, optimizing and storing

all the task-specific parameters can be computation- and memory-expensive when the

model is large (e.g., GPT-3 [16] contains 100+ billion parameters). To alleviate this issue,

many parameter-efficient finetuning approaches have been proposed. Examples include

adapter tuning [82, 131, 85] and prompt learning [183, 211, 16, 119, 139, 125, 140, 180,

136]. Prompt learning is preferable due to its effectiveness and also that it can be easily

plugged into a pretrained MLM without invasive modification [125, 71, 76, 218].

Prompt learning formulates the downstream task as a cloze-style MLM problem. It is

useful for few-shot tasks due to its effectiveness, parameter-efficiency, and plug-and-

play nature [183, 16, 136]. Specifically, prompt learning wraps an input text with a

discrete prompt (e.g., “Topic is [MASK]”) and feeds it to the MLM to predict a token

at the [MASK] position. A verbalizer [119, 40, 86] then maps the predicted token to the

label. However, designing an effective prompt requires a good understanding of the

downstream tasks.

Recently, prompt tuning [119, 139, 275] proposes to wrap the input embedding with a

continuous prompt. To reduce the number of parameters to be learned, the MLM is kept

frozen. The continuous prompt can be further combined with discrete tokens to form a

template [139, 204, 40].
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Figure 5.1: 5-way 5-shot classification meta-testing accuracy of MetaPrompting with or
without MLM tuning on six data sets.

Prompt tuning is sensitive to the prompt initialization [119]. Recently, a number of

approaches have been proposed to alleviate this problem [119, 122, 232]. In partic-

ular, MetaPrompting [81] is the state-of-the-art that uses meta-learning [223, 51] to

learn a meta-initialization for all task-specific prompts. However, MetaPrompting

suffers from three problems. (i) When the tasks are complex, it is challenging to ob-

tain good prompts for all tasks and samples from a single meta-initialized prompt.

(ii) MetaPrompting uses a hand-crafted verbalizer. However, selecting good label to-

kens for the hand-crafted verbalizer is labor-intensive and not scalable for a large label

set. (iii) MetaPrompting requires expensive tuning the whole MLM. Figure 5.1 shows

a large gap in meta-testing accuracies with and without MLM tuning (experimental

details are in Section 5.3).

In this chapter, we use a pool of multiple prompts [122, 240, 241] to extract task knowl-

edge from meta-training tasks, and then construct instance-dependent prompts as

weighted combinations of all the prompts in the pool via attention [230]. The atten-

tion’s query vector is the instance’s feature embedding. The prompt pool is the shared

meta-knowledge and learned by the MAML algorithm [51]. Specifically, given a task

with a support set and a query set, the base learner takes the meta-parameter and the

support set to build a task-specific prompt pool, then the meta-learner optimizes the

meta-parameter on the query set. Meta-learning a prompt pool is more flexible than

meta-learning only a single prompt initialization (as in MetaPrompting), and allows

better adaptation of complex tasks. Moreover, as only the prompt pool is tuned, it is

much more parameter-efficient than MetaPrompting (with 1000× fewer parameters).
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We also propose a novel soft verbalizer called representative verbalizer (RepVerb), which

constructs label embeddings by averaging feature embeddings of the corresponding

training samples. Unlike manually-designed verbalizers, RepVerb does not incur human

effort for label token selection. Moreover, as RepVerb does not require learning any

additional parameters, empirical results in Section 5.3.2 demonstrate that RepVerb is

more effective than the soft verbalizers in WARP [71], DART [275], ProtoVerb [33].

Besides, the feature embedding learned by RepVerb is more discriminative.

The whole procedure, which combines meta-learning the structured prompts and

RepVerb, is called MetaPrompter in the sequel. Experiments are performed on six

widely used classification data sets. Results demonstrate that RepVerb outperforms

existing soft verbalizers, and is also beneficial to other prompt-based methods such as

MetaPrompting. Moreover, MetaPrompter achieves better performance than the recent

state-of-the-arts.

Our contributions are summarized as follows: (i) We propose a parameter-efficient

algorithm MetaPrompter for effective structured prompting. (ii) We propose a simple

and effective soft verbalizer (RepVerb). (iii) Experimental results demonstrate the

effectiveness and parameter-efficiency of MetaPrompter.

5.2 The Proposed MetaPrompter

In this section, we propose a simple and effective soft verbalizer (representative ver-

balizer) without inducing additional parameters (Section 5.2.1). Moreover, while

MetaPrompting uses a single meta-initialized prompt to build task-specific prompts,

we propose in section 5.2.2 the extraction of task knowledge into a pool of multiple

prompts, and constructs instance-dependent prompts by attention [230]. Figure 5.2

shows an overview of the proposed MetaPrompter.

5.2.1 Representative Verbalizer

Instead of explicitly learning an embedding vy for each label y [71, 33, 275], we propose

the Representative Verbalizer (RepVerb), which constructs vy from feature embeddings

of the corresponding training samples (Algorithm 5). It does not require learning

additional parameters, and is thus more effective on limited data as in few-shot learning.
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Figure 5.2: Overview of MetaPrompter..

Specifically, let Sτ,y be the subset of samples in Sτ with label y. For an input x, we

wrap it with the template and feed x̃ ≡ T(x; θ) to the pretrained MLM, and then obtain

[MASK]’s embedding h[MASK](x̃) as its feature embedding. Similar to ProtoNet [216], we

propose to construct vy for each y by averaging the corresponding samples’ feature

embeddings, as:

vy =
1

|Sτ,y| ∑
(x,y)∈Sτ,y

h[MASK](x̃). (5.1)

To predict the label of a given x, we measure the cosine similarity1 between h[MASK](x̃)

and each vy (y ∈ Yτ):

P̃(y|x; ϕ, θ) =
exp(ρ cos(vy, h[MASK](x̃)))

∑y′∈Yτ
exp(ρ cos(vy′ , h[MASK](x̃)))

, (5.2)

where ρ > 0 is the temperature. When ρ → ∞, P̃(y|x; ϕ, θ) becomes one-hot; whereas

when ρ → 0, P̃(y|x; ϕ, θ) becomes uniform. In the experiments, we set ρ = 10 as in

Oreshkin et al. [164].

5.2.2 Meta Structured-Prompting

In the following, we propose the use of MAML and attention mechanism [230] to meta-

learn a prompt pool. While MetaPrompting uses task-specific prompts [81], we propose

the construction of instance-specific prompts, which allows more flexibility.

1Dissimilarity measures, such as the Euclidean distance, can also be used.
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Algorithm 5 Representative Verbalizer (RepVerb).

1: procedure COMPUTE_LABEL_EMB(Sτ):
2: compute h[MASK](x̃) for (x, ·) ∈ Sτ;
3: vy = 1

|Sτ,y| ∑(x,y)∈Sτ,y h[MASK](x̃)for y ∈ Yτ;
4: end procedure
1: procedure PRED(x; vy : y ∈ Yτ)
2: compute h[MASK](x̃) for x;

3: P̃(y|x; ϕ, θ) =
exp(ρ cos(vy,h[MASK](x̃)))

∑y′∈Yτ
exp(ρ cos(vy′ ,h[MASK](x̃)))

;

4: end procedure

Meta-Learn a Prompt Pool

While MetaPrompting uses only a single initialization for the prompt, we propose

to leverage a pool of prompts to extract more task knowledge, which is particularly

effective when the tasks are complex. A prompt pool has K learnable prompts {(ki, θi) :

i = 1, . . . , K}, with key ki ∈ Rdo and value θi ∈ RLp×di [122, 240, 241]. Note that the size

of the prompt pool is negligible compared with that of the MLM. For example, in our

experiments, the MLM has 109.52 × 106 parameters, while the prompt pool has only

55, 296.

The prompt pool can be considered as shared meta-knowledge. Given an input x, the

attention weights between x and the K prompts are computed as a = softmax(Kqx√
do
),

where K = [k⊤
1 ; . . . ; k⊤

K ], and qx ∈ Rdo is the embedding of the [MASK] output by

a pretrained and frozen MLM with the wrapped input (e.g., (x. Topic is [MASK]))

[240, 241]. Such mapping from x to qx is called a query function q(·). An instance-

dependent prompt is then generated by weighted averaging over all the values (θi’s):

θx(K, Θ) =
K

∑
i=1

aiθi, (5.3)

where Θ = [θ1; . . . ; θK]. While [240, 241] only selects the top-N most similar prompts

from the pool, in (5.3) all the prompts are used and updated simultaneously.

The proposed procedure, which will be called MetaPrompter, is shown in Algorithm 6.

At iteration t, the base learner takes (Kt−1, Θt−1) and a task τ to optimize for a task-

specific prompt pool by gradient descent (steps 4-15). (Kt−1, Θt−1) is used as the

initialization (step 4). For each inner iteration j, (Kt,j−1, Θt,j−1) constructs the instance-

dependent prompts θx,j(Kt,j−1, Θt,j−1) in (5.3) (steps 7 and 8). Next, θx,j is used to

predict the label probability with a combination of the hand-crafted verbalizer (step 9)
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Algorithm 6 MetaPrompter.

Require: prompt length Lp; size of prompt pool K; λ = 0.5; step size α, η; meta-
parameters (K, Θ); query function q(·);

1: for t = 1, . . . , T do
2: sample a task τ = (Sτ,Qτ) ∈ T ;
3: base learner:
4: (Kt,0, Θt,0) ≡ (Kt−1, Θt−1);
5: for j = 1, . . . , J do
6: for (x, y) ∈ Sτ do
7: compute qx by q(·);
8: θx,j(Kt,j−1, Θt,j−1) = softmax(Kt,j−1qx/

√
d0)

⊤Θt,j−1;
9: feed x̃ ≡ T(x; θx,j) into M, obtain h[MASK](x̃), and P̂(y|x; θx,j) by (2.16);

10: end for
11: call COMPUTE_LABEL_EMB(Sτ) of Algorithm 5 to obtain {vy : y ∈ Yτ};
12: for (x, y) ∈ Sτ, call PRED(x; vy : y ∈ Yτ) of Algorithm 5 to obtain P̃(y|x; θx,j),

and compute P(y|x; θx,j) by (5.4);
13: L(Sτ; Kt,j−1, Θt,j−1) = −∑(x,y)∈Sτ

logP(y|x;θx,j);
14: (Kt,j, Θt,j) = (Kt,j−1, Θt,j−1)− α∇(Kt,j−1,Θt,j−1)

L(Sτ; Kt,j−1, Θt,j−1);
15: end for
16: meta-learner:
17: for (x, y) ∈ Qτ do
18: compute qx by q(·);
19: θx,J(Kt,J , Θt,J) = softmax(Kt,Jqx/

√
d0)

⊤Θt,J ;
20: call PRED(x; vy : y ∈ Yτ) of Algorithm 5 to obtain P̃(y|x; θx,J);
21: compute P̂(y|x; θx,J) and P(y|x; θx,J) by (2.16) and (5.4), respectively;
22: end for
23: L(Qτ; Kt,J , Θt,J) = −∑(x,y)∈Qτ

logP(y|x; θx,J);
24: (Kt, Θt) = (Kt−1, Θt−1)− η∇(Kt,J ,Θt,J)L(Qτ; Kt,J , Θt,J);
25: end for
26: return (KT, ΘT).

and soft verbalizer (steps 11 and 12):

P(y|x; θx,j) = (1 − λ)P̂(y|x; θx,j) + λP̃(y|x; θx,j), (5.4)

where λ ∈ [0, 1]. Let L(Sτ; Kt,j−1, Θt,j−1) = −∑(x,y)∈Sτ
logP

(
y|x; θx,j

)
be the loss on

Sτ (step 13). The base learner builds a task-specific prompt pool (Kt,J ,Θt,J) by taking J

gradient updates (j = 1, . . . , J) at step 14:

(Kt,j, Θt,j) = (Kt,j−1, Θt,j−1)− α∇(Kt,j−1,Θt,j−1)
L(Sτ; Kt,j−1, Θt,j−1).

The meta-learner takes (Kt,J , Θt,J) and Qτ to update the meta-parameters (steps 17-

24). For (x, y) ∈ Qτ, we use (Kt,J , Θt,J) to generate its prompt θx,J(Kt,J , Θt,J) (steps

18 and 19), which is used for make prediction P (y|x; θx,J) (steps 20 and 21). Let

L(Qτ; Kt,J ,Θt,J) = −∑(x,y)∈Qτ
logP (y|x; θx,J) be the negative log-likelihood loss on
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Qτ (step 23). The meta-learner updates meta-parameters by performing one gradient

update on L(Qτ; Kt,J ,Θt,J) at step 24:

(Kt, Θt) = (Kt−1, Θt−1)− η∇(Kt−1, Θt−1)L(Qτ; Kt,J , Θt,J).

The meta-gradient

∇(Kt−1,Θt−1)
L(Qτ; Kt,J , Θt,J) = ∇(Kt,J ,Θt,J)L(Qτ; Kt,J , Θt,J)∇(Kt−1,Θt−1)

(Kt,J , Θt,J)

requires back-propagating through the entire inner optimization path, which is compu-

tationally infeasible for large models and number of inner update steps J. To reduce

computation costs, we discard the second-order derivatives and use the first-order

approximation (step 24) as in [51, 81], i.e,

∇(Kt−1,Θt−1)
L(Qτ; Kt,J , Θt,J) ≈ ∇(Kt,J ,Θt,J)L(Qτ; Kt,J , Θt,J).

Meta-Testing. Given an unseen task τ′ = (Sτ′ ,Qτ′), the base learner takes Sτ′ and

(KT, ΘT) to build a task-specific prompt pool (KT,J , ΘT,J) as in steps 4-15. This pool is

then used to construct instance-dependent prompts θx,J for each (x, ·) ∈ Qτ′ . The MLM

receives the wrapped input x̃ ≡ T(x; θx,J) and predicts the label probability by (5.4).

MetaPrompter is Parameter-Efficient. As MetaPrompter only tunes (K, Θ), the total

number of meta-parameters is K(do + Lpdi) (where di and do are the dimensions of

the input and feature embeddings, respectively). This is much smaller2 than that of

MetaPrompting (which is equal to dϕ + Lpdi, where dϕ is the size of ϕ), which requires

tuning the whole MLM.

5.3 Experiments

5.3.1 Setup

Data sets. Following [18], we perform few-shot classification on six popularly used data

sets: (i) 20News [114], which contains informal discourses from news discussion forums

of 20 topics; (ii) Amazon [74] consists of customer reviews from 24 products. The task

is to classify reviews into product categories; (iii) HuffPost [152], which contains news

headlines of 41 topics published in the HuffPost between 2012 and 2018. These headlines

are shorter and less grammatical than formal sentences, thus are more challenging for

2For example, do = di = 768, dϕ = 109× 106 in BERT. Moreover, Both K and Lp are 8 in the experiments.
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Table 5.1: Statistics of the data sets.

#classes #samples #tokens per sample
(meta-train/valid/test) (mean ± std)

20News 8/5/7 18, 820 340 ± 151
Amazon 10/5/9 24, 000 140 ± 32
HuffPost 20/5/16 36, 900 11 ± 4
Reuters 15/5/11 620 168 ± 136
HWU64 23/16/25 11, 036 7 ± 3

Liu54 18/18/18 25, 478 8 ± 4

classification; (iv) Reuters [120] is a collection of Reuters newswire articles of 31 topics

from 1996 to 1997; (v) HWU64 [141] is an intent classification data set, containing user

utterances of 64 intents; (vi) Liu54 [141] is an imbalanced intent classification data set

of 54 classes collected on Amazon Mechanical Turk. We use the meta-training/meta-

validation/meta-testing splits provided in [18]. A summary of data sets is in Table

5.1.

Following [9, 72, 18, 81], we perform experiments in the 5-way 1-shot and 5-way 5-shot

settings with 15 query samples per class. The pretrained BERT (bert-base-uncased) from

HuggingFaces [248] is used as the pretrained MLM as [18, 81]. Experiments are run on

a DGX station with 8 V100 32GB GPUs. The experiment is repeated three times with

different random seeds.

5.3.2 Evaluation on RepVerb

First, we compare the performance of the proposed RepVerb with the state-of-the-art

soft verbalizers of: (i) WARP [71]3, and (ii) ProtoVerb [33]. As the focus is on evaluating

verbalizers, all methods use the same discrete prompt “Topic is [MASK]”, and finetune

all parameters for 5 steps with a learning rate of 0.00005 as in [33].

Results. Table 5.2 reports the meta-testing accuracies. As can be seen, RepVerb outper-

forms WARP and ProtoVerb on both the 1-shot and 5-shot settings.

For a 5-way 5-shot task randomly from Reuters, Figure 5.3 shows the t-SNE visualization

of the embeddings (h[MASK](x)’s) of 100 samples (x’s)4 and learned label embeddings

3Note that the verbalizer of WARP is the same as that of DART [275].
45-way × (5 support samples + 15 query samples) = 100.
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Table 5.2: Meta-testing accuracy of 5-way few-shot classification.

20News Amazon HuffPost Reuters HWU64 Liu54

5-shot
WARP [71] 61.43 ± 0.15 59.53 ± 0.20 46.31 ± 0.31 68.67 ± 0.71 68.60 ± 0.40 73.11 ± 0.26

ProtoVerb [33] 71.33 ± 0.11 71.74 ± 0.21 57.93 ± 0.17 80.93 ± 0.54 73.43 ± 0.51 76.19 ± 0.33
RepVerb 78.81 ± 0.08 77.56 ± 0.16 61.90 ± 0.08 88.33 ± 0.40 78.37 ± 0.49 82.14 ± 0.23

1-shot
WARP [71] 49.87 ± 0.63 48.94 ± 0.34 38.21 ± 0.35 52.88 ± 0.67 53.20 ± 0.76 58.68 ± 0.64

ProtoVerb [33] 54.13 ± 0.46 55.07 ± 0.27 41.40 ± 0.21 57.27 ± 0.73 55.17 ± 0.81 60.16 ± 0.37
RepVerb 59.86 ± 0.38 59.18 ± 0.31 44.65 ± 0.20 63.63 ± 0.41 59.83 ± 0.71 66.17 ± 0.40

(a) WARP. (b) ProtoVerb. (c) RepVerb.

Figure 5.3: t-SNE visualization of [MASK]’s embeddings (crosses) and label embeddings
(circles) for a 5-way 5-shot task randomly sampled from Reuters.

(vy’s). As can be seen, the RepVerb embedding is more discriminative and compact than

WARP and ProtoVerb. Moreover, by design, RepVerb’s label embedding is consistent

with the samples’ feature embeddings, while those of WARP and ProtoVerb are not.

5.3.3 Evaluation on MetaPrompter

Setup. For MetaPrompter, hyperparameters K and Lp are chosen from {1, 2, 4, 8, 16, 32, 64}
using the meta-validation set. For the base learner, α = 0.1, and J = 5 (resp. 15) at meta-

training (resp. meta-validation or meta-testing). We train the prompt pool for T = 3, 000

iterations using the Adam optimizer [108] with a learning rate of 0.001. To prevent over-

fitting, we evaluate the meta-validation performance every 100 iterations and choose

the checkpoint with the best meta-validation performance for meta-testing. For the hard

verbalizer, label tokens are obtained by tokenizing the class name and its synonyms

as in [81, 86]. Following [119], prompts are initialized from the input embeddings of

randomly sampled label tokens for both MetaPrompting and MetaPrompter.

Baselines. We compare with a variety of methods, including state-of-the-art prompt-

based methods of (i) MetaPrompting [81], and its variants (ii) MetaPrompting+WARP /
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Table 5.3: 5-way 5-shot classification meta-testing accuracy. Results marked with † are
from [18]. “–” indicates that the corresponding result is not reported in [18].

#param (×106) 20News Amazon HuffPost Reuters HWU64 Liu54

HATT† [59] 0.07 55.00 66.00 56.30 56.20 - -
DS† [9] 1.73 68.30 81.10 63.50 96.00 - -

MLADA† [72] 0.73 77.80 86.00 64.90 96.70 - -
ConstrastNet† [18] 109.52 71.74 85.17 65.32 95.33 92.57 93.72

MetaPrompting [81] 109.52 85.67 ± 0.44 84.19 ± 0.30 72.85 ± 1.01 95.89 ± 0.23 93.86 ± 0.97 94.01 ± 0.26
MetaPrompting+WARP 109.52 85.81 ± 0.48 85.54 ± 0.20 71.71 ± 0.72 97.28 ± 0.30 93.99 ± 0.76 94.33 ± 0.27

MetaPrompting+ProtoVerb 109.52 86.18 ± 0.51 84.91 ± 0.38 73.11 ± 0.80 97.24 ± 0.25 93.81 ± 0.81 94.38 ± 0.18
MetaPrompting+RepVerb 109.52 86.89 ± 0.39 85.98 ± 0.28 74.62 ± 0.88 97.32 ± 0.31 94.23 ± 0.67 94.45 ± 0.33

MetaPrompter 0.06 88.57 ± 0.38 86.36 ± 0.24 74.89 ± 0.75 97.63 ± 0.22 95.30 ± 0.51 95.47 ± 0.21

Table 5.4: 5-way 1-shot classification meta-testing accuracy. Results marked with † are
from [18]. “–” indicates that the corresponding result is not reported in [18].

#param (×106) 20News Amazon HuffPost Reuters HWU64 Liu54

HATT† [59] 0.07 44.20 49.10 41.10 43.20 - -
DS† [9] 1.73 52.10 62.60 43.00 81.80 - -

MLADA† [72] 0.73 59.60 68.40 64.90 82.30 - -
ConstrastNet† [18] 109.52 71.74 76.13 53.06 86.42 86.56 85.89

MetaPrompting [81] 109.52 82.46 ± 0.50 76.92 ± 0.77 68.62 ± 0.56 92.56 ± 0.77 91.06 ± 0.41 87.79 ± 0.29
MetaPrompting +WARP 109.52 82.93 ± 0.39 78.27 ± 0.72 67.78 ± 0.41 94.74 ± 0.56 91.30 ± 0.35 88.69 ± 0.26

MetaPrompting+ProtoVerb 109.52 83.15 ± 0.41 78.19 ± 0.65 68.96 ± 0.52 95.26 ± 0.40 91.27 ± 0.63 90.05 ± 0.15
MetaPrompting+RepVerb 109.52 84.13 ± 0.30 78.59 ± 0.43 69.02 ± 0.51 95.78 ± 0.33 91.32 ± 0.44 90.13 ± 0.20

MetaPrompter 0.06 84.62 ± 0.29 79.05 ± 0.21 67.12 ± 0.23 96.34 ± 0.20 92.11 ± 0.30 93.72 ± 0.18

MetaPrompting+ProtoVerb / MetaPrompting+RepVerb, which combine meta-prompt-

ing with the soft verbalizer of WARP / ProtoVerb / RepVerb, respectively. More-

over, we also compare with the non-prompt-based methods of: (iii) HATT [59], which

meta-learns a prototypical network [216] with a hybrid attention mechanism; (iv) DS [9],

which learns attention scores based on word frequency; (v) MLADA [72], which uses

an adversarial domain adaptation network to extract domain-invariant features dur-

ing meta-training; and (vi) ConstrastNet [18], which performs feature extraction by

contrastive learning.

Results. Table 5.3 shows the number of parameters and meta-testing accuracy in the

5-shot setting. As can be seen, MetaPrompter is more accurate than both prompt-based

and non-prompt-based baselines. Moreover, since MetaPrompter only tunes the prompt

pool and keeps the language model frozen, it has much fewer meta-parameters than

MetaPrompting and ConstrastNet.

Furthermore, MetaPrompting+RepVerb performs better than MetaPrompting+WARP

and MetaPrompting+ProtoVerb, demonstrating that the proposed RepVerb is beneficial

to MetaPrompting.

Table 5.4 shows the number of parameters and meta-testing accuracy in 5-way 1-shot
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setting. As can be seen, the state-of-the-art prompt-based methods always achieve

higher accuracy than the non-prompt-based. Furthermore, MetaPrompter performs the

best on 5 of the 6 data sets. Besides, RepVerb is again useful to MetaPrompting on all

six data sets.

5.3.4 Visualization

In this section, we visualize the meta-knowledge in the prompt pool learned from the

5-way 5-shot classification task on Reuters. Table 5.5 shows the nearest tokens to each of

Table 5.5: Nearest tokens to the learned prompts for Reuters.

prompt id nearest tokens

1 copper, steel, trading, gas, fx, aluminum, earn, coffee
2 gross, ship, index, money, gold, tin, iron, retail
3 product, cpi, industrial, acquisitions, jobs, supplying, orange, sugar
4 cocoa, production, grain, livestock, wholesale, cotton, bop, crude
5 oil, national, rubber, nat, interest, price, reserves, regional
6 nat, wholesale, sugar, golden, reserves, drinks, production, product
7 chocolate, sugar, cheat, orange, trade, fx, cash, acquiring
8 aluminum, livestock, cpc, tin, shops, wheat, petrol, supply

1 2 3 4 5 6 7 8
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Figure 5.4: Distribution of attention weights on 5-way 5-shot classification of Reuters (15
topics).
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Figure 5.5: Cosine similarities between learned prompt tokens and topic embeddings
on 5-way 5-shot classification of Reuters. In the x-axis, (i, j) stands for the jth row of θi

(i.e., θ
(j)
i )

the K (= 8) learned prompts. Figure 5.4 shows the average attention weights between

the K prompts and meta-training samples belonging to class (topic) y:

1
|Ty| ∑

τ∈Ty

1
|Sτ,y| ∑

(x,y)∈Sτ,y

softmax
(

KT,Jqx√
do

)
,

where Ty is the subset of tasks in T having class y. As can be seen, samples from each

target class prefer prompts whose tokens are related to that class. For example, samples

from the topic cocoa tend to use the 4th and 7th prompts (whose tokens are close to

words like cocoa, chocolate as can be seen from Table 5.5), while samples from the topic

coffee tend to use the 1st and 6th prompts (whose tokens are close to words like coffee

and sugar.

Recall that the prompt pool has K learnable prompts {(ki, θi) : i = 1, . . . , K}, with key

ki ∈ Rdo and value θi ∈ RLp×di . Let θ
(j)
i be the jth row of θi. Moreover, let 1

|Vy| ∑w∈Vy E(w)
be the embedding of topic (class) y, where Vy is a set of tokens relevant to label y

(obtained from Hou et al. [81]), and E(·) is the input embedding. Figure 5.5 shows the

cosine similarities between the learned prompt tokens {θ
(j)
i : i = 1, . . . , K, j = 1 . . . , Lp}

and topic embeddings. As can be seen, embedding of cocoa is close to θ
(1)
4 and θ

(1)
7 . Thus,

samples from cocoa prefer the 4th and 7th prompts (Figure 5.4). Similarly, embedding of

coffee is close to θ
(8)
1 and θ

(6)
6 . Thus, samples from coffee prefer the 1st and 6th prompts

(Figure 5.4).
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5.4 Conclusion

In this chapter, we propose MetaPrompter, an effective and parameter-efficient algo-

rithm for prompt tuning. It combines structured prompting and a novel verbalizer called

RepVerb. A prompt pool structure is used to construct instance-dependent prompts

by attention, while RepVerb builds label embedding by averaging feature embeddings

of the corresponding training samples. The pool of prompts is meta-learned from the

meta-training tasks. Experimental results demonstrate the effectiveness of the proposed

MetaPrompter and RepVerb.
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CHAPTER 6

Forward-Backward Reasoning in LLMs for

Mathematical Verification

6.1 Introduction

Pretrained large language models (LLMs) [29, 163, 249] generalize well on unseen tasks

by few-shot prompting (or in-context learning (ICL) [16, 150, 25]. This is performed

by concatenating a few examples (e.g., question-answer pairs) as a prompt, and then

appending the testing question. However, it is still challenging for LLMs to answer

mathematical questions by simply prompting the question-answer pairs, as mathematics

is more complex and often requires many steps to derive the answer.

One promising direction is using the meta-knowledge of forward reasoning extracted from

pretraining tasks, i.e., start with the question, then generate several reasoning steps

before giving the answer. Recently, Wei et al. [243] propose chain-of-thought (CoT)

prompting for LLMs, which generates explicit intermediate steps that are used to reach

the answer. Specifically, each in-context example is augmented with several thinking

steps described in natural language. A few examples are concatenated as a CoT prompt.

In inference, the testing question is appended to the prompt and then fed to an LLM. The

LLM is expected to imitate the in-context examples, i.e., generating several reasoning

steps before giving the answer. CoT prompting has achieved promising performance on

mathematical reasoning tasks [243, 237, 281, 279], and many works have been proposed

to improve its effectiveness [57, 281, 283, 262, 177] and efficiency [279, 109, 39, 144].

Self-Consistency [237] is a simple but effective approach to improve CoT prompting.

Using temperature sampling [1, 50], it samples a diverse set of reasoning chains which

may lead to multiple candidate answers. The one that receives the most votes is then

chosen as the final answer. Self-Consistency is based on the forward reasoning meta-

knowledge of LLMs, i.e., starts with the origin question and generates the reasoning

chains with the answer. Figure 6.6 in Section 6.4.1 shows the testing accuracy (averaged

over six data sets) of Self-Consistency with different numbers. As shown, simply

sampling more reasoning paths may not lead to performance improvement, particularly
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when MF is large. Moreover, among the failure questions of Self-Consistency, about

60% have at least one reasoning chain that reaches the correct answer (Table 6.4 in

Section 6.4.1). Hence, the majority voting of Self-Consistency can be improved using a

more reliable verifier.

In this chapter, we use the meta-knowledge of backward reasoning (or backward chaining) to

verify candidate answers [176, 200, 107, 128, 266]. Backward reasoning works backward

from a candidate answer to the antecedent for checking if any data supports this answer.

To active backward reasoning meta-knowledge for verification, we mask an informative

word in the question and ask the LLM to predict the masked word when a candidate

answer Âc is provided. We focus on mathematical reasoning tasks, where numbers are

the informative words being masked. For each candidate Âc, we mask a number in

the question by x and design a template “If we know the answer to the above question is

Âc, what is the value of unknown variable x?” to form a backward question, which is then

fed to the LLM to sample multiple backward reasoning chains to predict the masked

number. Then, by defining the vote of Âc as the number of chains that predict the

masked number exactly, we estimate the backward probability PB(Âc) as the proportion

of votes Âc gets in the backward direction. When using backward reasoning alone, the

prediction is argmaxÂc
PB(Âc).

As the meta-knowledge of forward and backward reasoning are complementary, we

propose a FOrward-BAckward Reasoning (FOBAR) method to combine them. By

estimating the forward probability PF(Âc) as the proportion of votes Âc gets in the forward

direction, we propose to estimate the probability that Âc is correct (denoted P(Âc)) as the

geometric mean of forward and backward probabilities, i.e., P(Âc) ∝
√
PF(Âc)PB(Âc).

Extensive experiments on six data sets and three OpenAI’s LLMs (i.e., text-davinci-

003 [161], GPT-3.5-Turbo [162], and GPT-4 [163]) show that FOBAR achieves state-of-the-

art (SOTA) performance.

Our contributions are summarized as follows. (i) We use the meta-knowledge of back-

ward reasoning for mathematical verification by masking a number in the original

question and asking the LLM to predict the masked number when a candidate answer

is provided. (ii) We propose FOBAR to combine forward and backward reasoning

meta-knowledge for verification. (iii) Experimental results on six standard mathemat-

ical benchmarks and three LLMs show that FOBAR achieves SOTA performance. In

particular, FOBAR outperforms Self-Consistency which uses forward reasoning alone,
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demonstrating that combining forward and backward reasoning together is better.

Additionally, FOBAR outperforms Self-Verification, confirming that using the simple

template and the proposed combination is more effective. (iv) Empirical results on

two non-mathematical reasoning tasks show that FOBAR also performs well.

6.2 Forward-Backward Reasoning for Verification

In this section, we propose the FOBAR method for verification. An overview of FOBAR

is shown in Figure 6.1. We first consider mathematical reasoning tasks. A set of candi-

date answers are generated in the forward direction, and we estimate each answer’s

probability based on the votes it receives (Section 6.2.1). Next, we mask a number in

the question and propose a simple template to create backward questions for verifying

candidate answers (Section 6.2.2). We further propose FOBAR (Section 6.2.3) to combine

forward and backward reasoning. Extension to non-mathematical tasks is discussed in

Section 6.2.4.

6.2.1 Forward Reasoning

Forward reasoning starts with a question and generates multiple intermediate steps

toward the answer. Specifically, for a question Q, we prepend it with a base prompt PF

(e.g., CoT prompting [243] or ComplexCoT prompting [57]) and feed the tuple (PF, Q)

to the LLM for generating a reasoning chain and candidate answer. Using temperature

sampling [1, 50], we sample MF candidate reasoning chains {Ri}MF
i=1 and extract the

corresponding candidate answers {Ai}MF
i=1 (see Figure 6.1, top). Let A = {Âc}|A|

c=1 be

the set of answers deduplicated from {Ai}MF
i=1. Unlike greedy decoding [243], we may

have several different candidate answers (i.e., |A| > 1). We propose to estimate the

probability that candidate Âc ∈ A is correct as the proportion of votes it receives from

the reasoning paths:

PF(Âc) =
1

MF

MF

∑
i=1

I(Ai = Âc), (6.1)

where I(·) is the indicator function. Choosing Âc with the largest PF(Âc) corresponds to

the state-of-the-art method of Self-Consistency [237]. However, as shown in Figure 6.6,

the performance of Self-Consistency saturates when MF is sufficiently large. Thus,

simply sampling more reasoning paths brings negligible performance improvement.
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A: Jim spends 2 hours 
watching TV … spend 
4*9=36 hours on TV and 
reading. The answer is 36. 

A: Jim spends 2 hours 
watching TV and reads for 
half ... The answer is 12.

…

Q: Jim spends 2 hours watching TV and 
then decides to go to bed and reads for 
half as long.  He does this 3 times a 
week.  How many hours does he spend 
on TV and reading in 4 weeks? 
(answer: 36)

Forward Reasoning

FOBAR: FOrward-BAckward Reasoning

A: Jim spends 2 hours … The 
value of x is 3.

A: Jim watches 2 hours TV, 
then ... The value of x is 3.

…

Q: Jim spends 2 hours watching TV and 
then decides to go to bed and reads for 
half as long.  He does this x times a 
week.  How many hours does he spend 
on TV and reading in 4 weeks? If we 
know the answer of the above question is 
36, what is the value of unknown 
variable x? 

A: Jim spends 2 hours … 
The value of x is 4.

A: Jim watches 2 hours 
TV ... The value of x is 3.

Q: Jim spends 2 hours watching TV and 
then decides to go to bed and reads for 
half as long.  He does this x times a 
week.  How many hours does he spend 
on TV and reading in 4 weeks? If we 
know the answer of the above question is 
12, what is the value of unknown variable 
x? 

…

Backward Reasoning
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<latexit sha1_base64="0zySUTcoRJrvF1EqwXi28UjMFYw=">AAAB+XicbVBNSwMxEJ31s9avVY9egkXwYtkV0XoQCl48VrAf0K4lm2bb0GyyJNlCWfpPvHhQxKv/xJv/xrTdg7Y+GHi8N8PMvDDhTBvP+3ZWVtfWNzYLW8Xtnd29fffgsKFlqgitE8mlaoVYU84ErRtmOG0liuI45LQZDu+mfnNElWZSPJpxQoMY9wWLGMHGSl3X7dBEMy7Fre89ZeeVSdcteWVvBrRM/JyUIEet6351epKkMRWGcKx12/cSE2RYGUY4nRQ7qaYJJkPcp21LBY6pDrLZ5RN0apUeiqSyJQyaqb8nMhxrPY5D2xljM9CL3lT8z2unJqoEGRNJaqgg80VRypGRaBoD6jFFieFjSzBRzN6KyAArTIwNq2hD8BdfXiaNi7J/VfYfLkvVmzyOAhzDCZyBD9dQhXuoQR0IjOAZXuHNyZwX5935mLeuOPnMEfyB8/kDnMuS9w==</latexit>

✏ = 10�8

<latexit sha1_base64="MjazRm3XyIMsI1jS7ONyCjOZrlw=">AAACSXicbVBJSyNBGK1OXOOWGY9eCoMQL6FbxOUQiAzIeBAiGBXSsa2uVJvC6oWqr4cJRf29uXjz5n+YiwdFPFmJjfuDgsf73rfUCzPBFbjurVMqT0xOTc/MVubmFxaXqj9+nqg0l5R1aCpSeRYSxQRPWAc4CHaWSUbiULDT8OrXqH76h0nF0+QYhhnrxeQy4RGnBKwUVC/8mMAgDHXbBD6wv6D3Td0fENB7JqDruIn9SBKqPaMPXw0G+yqPA82bnjm3+r4VijEHpr4X8ObbhKBacxvuGPgr8QpSQwXaQfXG76c0j1kCVBClup6bQU8TCZwKZip+rlhG6BW5ZF1LExIz1dPjJAxes0ofR6m0LwE8Vt93aBIrNYxD6xwdrD7XRuJ3tW4O0U5P8yTLgSX0ZVGUCwwpHsWK+1wyCmJoCaGS21sxHRCbHNjwKzYE7/OXv5KTjYa31fCONmut3SKOGbSCVlEdeWgbtdBv1EYdRNE/9B/dowfn2rlzHp2nF2vJKXqW0QeUys/I67Nc</latexit>

PF(Âc) =
1

MF

MFX

i=1

I(Ai = Âc)

<latexit sha1_base64="4ArLwKlvBW4ze+RdwkuBZFg0gFY=">AAACXnicbVHRThQxFO2MiriArPJiwktxQ8SYbGaMUXggQXnhcU1cIGzXSeduh23odCbtHcKm9Cd5M774KXaWTRDwJk1Ozjn39vY0r5W0mCS/ovjJ02dLz5dfdFZW116ud1+9PrZVY0AMoVKVOc25FUpqMUSJSpzWRvAyV+Ikvzhs9ZNLYays9A+c1WJc8nMtCwkcA5V1G1ZynOa5G/iMobhC983vsClH99Vn8J6yrX22RVlhOLizDOgHykRtpaq0d8w2Zebg3X7qf7rr+SDgKjRe+7OW93dmel/Our2kn8yLPgbpAvTIogZZ94ZNKmhKoREUt3aUJjWOHTcoQQnfYY0VNYcLfi5GAWpeCjt283g83Q7MhBaVCUcjnbP/djheWjsr8+Bsl7QPtZb8nzZqsNgdO6nrBoWG24uKRlGsaJs1nUgjANUsAA5Ghl0pTHmIEsOPdEII6cMnPwbHH/vp5376/VPvYG8RxzLZJG/JDknJF3JAjsiADAmQ31EUdaKV6E+8FK/F67fWOFr0bJB7Fb/5C1EItk4=</latexit>

PB(Âc)=
Zc + ✏

P|A|
c0=1 Zc0 + ✏|A|

<latexit sha1_base64="m+Eg0/4sAHHREXvNvENpL7R9AfU=">AAACXHicbVFNSwMxFMyuX7V+VQUvXoJFqAfLroh68OAHiMcKVoVuXd6mqQ3N7obkrViW/ZPevPhXNK0LanUgMMzMI3mTSElh0PPeHHdmdm5+obJYXVpeWV2rrW/cmTTTjLdZKlP9EIHhUiS8jQIlf1CaQxxJfh8NL8f+/TPXRqTJLY4U78bwlIi+YIBWCmsmiAEHUZS3ikYwAMzPi5Dt0UDpVGFKG992GCB/wfzqZ27vMQ9AqgEU/yQvppL+fpkNa3Wv6U1A/xK/JHVSohXWXoNeyrKYJ8gkGNPxPYXdHDQKJnlRDTLDFbAhPPGOpQnE3HTzSTkF3bVKj/ZTbU+CdKL+nMghNmYURzY53sBMe2PxP6+TYf+km4tEZcgT9nVRP5PU1jZumvaE5gzlyBJgWti3UjYADQztf1RtCf70yn/J3UHTP2r6N4f1s9OyjgrZJjukQXxyTM7INWmRNmHkjXw4FWfReXdn3SV35SvqOuXMJvkFd+sTtm62XA==</latexit>

P(Âc) / (PF(Âc))
↵(PB(Âc))

1�↵

Figure 6.1: Overview of forward/backward reasoning and the proposed FOBAR. The
detailed procedure is shown in Algorithm 7.

6.2.2 Backward Reasoning

In backward reasoning, we mask a number contained in the question and ask the LLM

to predict the masked number by using a provided candidate answer. Specifically,

suppose that question Q involves NQ numbers {num(n)}NQ
n=1. We replace each of them

one by one with x. The resultant masked question Q̂(n) is then concatenated with the

following template, which contains a candidate answer Âc ∈ A.

Template For Creating Backward Question

T (Âc) = If we know the answer to the above question is {Âc}, what is the value of unknown
variable x?

Each (Q̂(n), T (Âc)) pair is called a backward question. In total, we obtain NQ backward

questions. Some examples of backward questions are shown in Example 6.2.1. Note that
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Self-Verification [246] needs the assistance of an LLM to rewrite a (question, answer)

pair into a declarative statement.1 In contrast, the proposed template is simpler and

avoids possible mistakes (an example illustrating Self-Verification’s rewriting mistakes

is shown in Example 6.2.2).

Example 6.2.1: Backward questions.

Question: Jim spends x hours watching TV and then decides to go to bed and reads
for half as long. He does this 3 times a week. How many hours does he spend on TV
and reading in 4 weeks? If we know the answer to the above question is {Âc}, what is the
value of unknown variable x?
Question: Jim spends 2 hours watching TV and then decides to go to bed and reads
for half as long. He does this x times a week. How many hours does he spend on TV
and reading in 4 weeks? If we know the answer to the above question is {Âc}, what is the
value of unknown variable x?
Question: Jim spends 2 hours watching TV and then decides to go to bed and reads
for half as long. He does this 3 times a week. How many hours does he spend on TV
and reading in x weeks? If we know the answer to the above question is {Âc}, what is the
value of unknown variable x?

Example 6.2.2: Mistake in Self-Verification

Question: A class of 50 students has various hobbies. 10 like to bake, 5 like to play
basketball, and the rest like to either play video games or play music. How many like
to play video games if the number that like to play music is twice the number that
prefer playing basketball? (answer: 25)
Question (Self-Verification): A class of x students has various hobbies. 10 like to
bake, 5 like to play basketball, and the rest like to either play video games or play
music. The number of people who like to play video games is equal to the number of
people who prefer playing basketball multiplied by two. The number of people who
like to play video games is 25. What is the answer of x?
Question (FOBAR): A class of x students has various hobbies. 10 like to bake, 5 like to
play basketball, and the rest like to either play video games or play music. How many
like to play video games if the number that like to play music is twice the number
that prefer playing basketball? If we know the answer to the above question is 25, what is
the value of unknown variable x?

To predict the masked number, we prepend the backward question with a prompt PB,

which consists of several (backward) question-answer demos with reasoning chains.

An example question-answer demo is shown in Example 6.2.3. We feed each of

(PB, Q̂(n), T (Âc)) (where n = 1, . . . , NQ) to the LLM, which then imitates the in-context

examples in PB and generates a reasoning chain for the prediction of the masked num-

ber. We sample MB such reasoning chains with predictions {n̂um(n)
c,b }

MB
b=1 (see Figure 6.1,

1For example, “How many hours does he spend on TV and reading in 4 weeks?” with a candidate
answer of 36 is rewritten to “He spends 36 hours on TV and reading in 4 weeks”.
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middle). For each candidate answer Âc, we count the number of times that the masked

number is exactly predicted:

Zc =
NQ

∑
n=1

MB

∑
b=1

I(n̂um(n)
c,b = num(n)). (6.2)

The probability that candidate answer Âc is correct is estimated as

PB(Âc) =
Zc + ϵ

∑|A|
c′=1 Zc′ + ϵ|A|

, (6.3)

where ϵ = 10−8 is a small positive constant to avoid division by zero. One can simply

choose Âc with the largest PB(Âc) as the prediction. A more effective method, as will

be shown in Section 6.2.3, is to combine the probabilities obtained from forward and

backward reasoning.

Example 6.2.3: Backward Reasoning.

Question: Randy has 60 mango trees on his farm. He also has x less than half as many
coconut trees as mango trees. How many trees does Randy have in all on his farm? If
we know the answer to the above question is 85, what is the value of unknown variable x?
Answer: Let’s think step by step. We know that Randy has 60 mango trees on his
farm. We also know that he has x less than half as many coconut trees as mango trees.
Let’s use C to represent the number of coconut trees. So we can write: C = (1/2)*60
- x = 30 - x. The total number of trees on Randy’s farm is the sum of the number
of mango trees and coconut trees: 60 + (30 - x) = 90 - x. We are given that the total
number of trees on Randy’s farm is 85, so we can write: 90 - x = 85. Solving for x, we
get: x = 5. The value of x is 5.

6.2.3 FOBAR (FOrward and BAckward Reasoning)

As forward and backward reasoning are complementary (i.e., backward reasoning

may succeed in the cases where forward reasoning fails and vice versa, as Examples

6.2.4 and 6.2.5), we propose to combine them for verification. Intuitively, a candidate

answer is likely to be correct when it receives many votes in forward reasoning and also

helps the LLM to predict the masked numbers in backward reasoning. We estimate the

probability that Âc is correct as

P(Âc)∝
(
PF(Âc)

)α(PB(Âc)
)1−α, (6.4)

with weight α ∈ [0, 1] (see Figure 6.1, bottom). When α = 1, it reduces to Self-

Consistency [237]; When α equals 0, it reduces to backward reasoning for verification. In
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the experiments, we combine the forward and backward probabilities by the geometric

mean (i.e., α = 0.5). Finally, we select the answer as arg maxÂc∈A P(Âc). The whole

procedure is shown in Algorithm 7.

Example 6.2.4: Forward reasoning fails but backward reasoning succeeds.

Question: The sum of three consecutive odd numbers is 69. What is the smallest of
the three numbers?
Ground-truth answer: 21
Forward reasoning: PF(21) = 0.4,PF(23) = 0.6
Backward reasoning: PB(21) = 0.8,PB(23) = 0.2
FOBAR: P(21) = 0.62,P(23) = 0.38
A backward question: The sum of three consecutive odd numbers is x. What is the
smallest of the three numbers? If we know the answer to the above question is 21,
what is the value of unknown variable x?

Example 6.2.5: Forward reasoning succeeds but backward reasoning fails.

Question: While digging through her clothes for ice cream money, Joan found 15
dimes in her jacket, and 4 dimes in her shorts. How much money did Joan find?
Ground-Truth answer: 1.9
Forward reasoning: PF(1.9) = 0.7,PF(190) = 0.3
Backward reasoning: PB(1.9) = 0.43,PB(190) = 0.57
FOBAR: P(1.9) = 0.57,P(190) = 0.43
A backward question: While digging through her clothes for ice cream money, Joan
found 15 dimes in her jacket, and x dimes in her shorts. How much money did
Joan find? If we know the answer to the above question is 1.9, what is the value of
unknown variable x?

6.2.4 Extension to Non-Mathematical Reasoning Tasks

In mathematical questions, numbers are the most informative words, which are chosen

to be masked. For non-mathematical questions, we can analogously mask an infor-

mative word and ask the LLM to guess the masked word when a candidate answer is

provided.

For example, consider the following question-answer pair from the Last Letter Concate-

nation task [243, 283]: “Take the last letters of each word in ‘Whitney Erika Tj Benito’

and concatenate them” with ground-truth answer “yajo”. We can mask one of the four

words (e.g., “Erika”). Given a candidate answer Âc, we create a backward question as

“Take the last letters of each word in ‘Whitney ___ Tj Benito’ and concatenate them. If we

know the answer to the above question is Âc, which is the word at the blank, Erika or

Dqhjz”, where “Dqhjz” is obtained by shifting each letter of “Erika”. The LLM is more
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Algorithm 7 FOBAR.

Require: number of reasoning chains MF and MB, prompts PF and PB; ϵ = 10−8;
α = 0.5;

1: Input: a question Q with NQ numbers;
2: feed (PF, Q) to LLM, sample MF reasoning chains with candidate answers {Ai}MF

i=1;

3: deduplicate {Ai}MF
i=1 to A = {Âc}|A|

c=1;
4: compute PF(Âc) by Eq. (6.1) for Âc∈A;
5: for Âc ∈ A do
6: for n = 1, . . . , NQ do
7: create Q̂(n) by masking the nth number num(n) in Q;
8: feed (PB, Q̂(n), T (Âc)) to LLM;
9: sample MB predictions {n̂um(n)

c,b }
MB
b=1;

10: end for
11: compute Zc by Eq. (6.2);
12: end for
13: compute PB(Âc) by Eq. (6.3) for Âc∈A;
14: compute P(Âc) by Eq. (6.4) for Âc ∈ A;
15: return arg maxÂc∈A P(Âc).

likely to choose “Erika” if the second letter in Âc is “a”.

For more general problems like StrategyQA [61], verbs are usually informative (The

NLTK tool [142] can extract verbs). Like the Last Letter Concatenation task, we create

backward questions as multiple-choice questions to restrict the search space of answers.

We use LLMs to generate an antonym word of the masked verb. The masked word and

its antonym are two options in the multiple-choice question. We illustrate the procedure

by an example taken from StrategyQA.

1Question: Yes or No: Would a pear sink in water?
Masked Question: Yes or No: Would a pear ___ in water?
Generate Optional Word: We use the LLM (e.g., GPT-3.5-Turbo) to output the antonym
of "sink" by the below instruction:
Following the examples below, please give me an antonym verb for the last word.
import: export
lead: follow
include: exclude
stay: go
sink: (GPT-3.5-Turbo outputs "float")
Backward Question: Yes or No: Would a pear ___ in water? If we know the answer to
the above question is No, what is the word at the blank, sink or float?

FOBAR can be extended to more complex non-mathematical questions (contain many

sentences): (i) masking a sentence in the question; (ii) using LLMs to generate its
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opposite sentence; (iii) the masked sentence and its opposite sentence are two options

in the multiple-choice backward question.

6.3 Experiments on Mathematical Tasks

6.3.1 Setup

Datasets. Experiments are conducted on six mathematical data sets which are com-

monly used in evaluating CoT reasoning ability [281, 237]: (i) AddSub [80], (ii) Mul-

tiArith [196], (iii) SingleEQ [110], (iv) SVAMP [170], (v) GSM8K [30], (vi) AQuA [132].

Some statistics and example question-answer pairs are shown in Table 6.1.

Table 6.1: Statistics of data sets used in the experiments.

#samples NQ (mean ± std) example

M
at

h

AddSub 395 2.6 ± 0.7
Benny picked 2 apples and Dan picked 9 apples from the
apple tree. How many apples were picked in total?

MultiArith 600 3.1 ± 0.3
Katie picked 3 tulips and 9 roses to make flower bouquets.
If she only used 10 of the flowers though, how many extra
flowers did Katie pick?

SingleEQ 508 2.2 ± 0.7
Joan went to 4 football games this year. She went to 9 football
games last year. How many football games did Joan go to in
all?

SVAMP 1000 2.8 ± 0.7
Rachel has 4 apple trees. She picked 7 apples from each of
her trees. Now the trees have a total 29 apples still on them.
How many apples did Rachel pick in all?

GSM8K 1319 3.8 ± 1.6
A robe takes 2 bolts of blue fiber and half that much white
fiber. How many bolts in total does it take?

AQuA 254 2.9 ± 1.3

If the population of a city increases by 5% annually, what
will be the population of the city in 2 years time if its current
population is 78000?
Answer Choices: (A) 81900 (B) 85995 (C) 85800 (D) 90000 (E)
None of these

N
on

-M
at

h Last Letter 500 4.0 ± 0.0 Take the last letters of each word in “Whitney Erika Tj Benito”
and concatenate them.

DateU 369 1.2 ± 0.7
The deadline is Jun 1, 2021, which is 2 days away from now.
What is the date a month ago in MM/DD/YYYY?

Baselines. We compare the proposed FOBAR with (i) In-Context Learning (ICL) using

question-answer pairs as demonstrations [16], and recent CoT prompting methods,

including: (ii) CoT prompting [243]; (iii) ComplexCoT prompting [57] which se-

lects demonstrations with complex reasoning steps; (iv) RE2 [253] which re-reads the

question in the prompt; (v) PHP [281] which iteratively uses the previous answers as

hints in designing prompts; (vi) RCoT [254] which reconstructs the question based on

the candidate answer and checks the factual inconsistency for verification; (vii) Self-
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-Consistency [237], which samples multiple reasoning chains and selects the answer

by majority voting; (viii) Self-Verification [246], which chooses the top-2 candidate

answers obtained from Self-Consistency and re-ranks them based on the verification

scores computed in the backward procedure.

Following Zheng et al. [281], we experiment with three LLMs: (i) text-davinci-003 [161],

(ii) GPT-3.5-Turbo [162], and (iii) GPT-4 [163]. GPT-3.5-Turbo and GPT-4 are more

powerful than text-davinci-003. The proposed FOBAR is general and can be integrated

into any prompting method. Here, we choose the CoT prompting and ComplexCoT

prompting as base prompts as in Zheng et al. [281].

Implementation Details. Following [237, 283, 281], the temperature for sampling is

0.7 for both forward and backward reasoning. The α in Eq. (6.4) is set to 0.5. For text-

davinci-003, MF is 40 as in [237, 281]; whereas the more powerful LLMs (GPT-3.5-Turbo

and GPT-4) use a smaller MF (i.e., 10). MB is set to 8 for all three LLMs. We do not

repeat the experiments using different seeds as conducting experiments without using

different seeds is a standard protocol in the field of CoT-based research due to budget

considerations (e.g., ComplexCoT [57], Self-Consistency [237], PHP [281]).

6.3.2 Main Results

Table 6.2 shows the testing accuracies. As can be seen, for all three LLMs, FOBAR with

ComplexCoT prompting achieves the highest average accuracy. When using CoT as the

base prompt, FOBAR outperforms Self-Consistency most of the time, demonstrating

that combining forward and backward reasoning is more accurate than using forward

reasoning alone. Furthermore, FOBAR performs better than Self-Verification on almost

all datasets, demonstrating that using the proposed simple template in backward

reasoning and the proposed combination is more effective in verification. FOBAR (with

either CoT or ComplexCoT) on GPT-4 achieves the highest average accuracy, as GPT-4

is currently the SOTA LLM. Moreover, for all three LLMs, FOBAR using ComplexCoT

as the base prompt achieves higher accuracy than using CoT on average, which aligns

with observations in [57, 281] that ComplexCoT is better than CoT.
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Table 6.2: Testing accuracies (%) on six data sets using three LLMs. For each LLM,
methods are grouped according to the base prompt they used. The best in each group is
in bold. Results with † are from the original publications. “–” means that the result is
not reported in the original publication.

AddSub MultiArith SingleEQ SVAMP GSM8K AQuA Average

te
xt

-d
av

in
ci

-0
03

ICL [16] 90.4 37.6 84.3 69.1 16.9 29.1 54.5

C
oT

CoT [243] 91.4 93.6 92.7 79.5 55.8 46.5 76.6
PHP† [281] 91.1 94.0 93.5 81.3 57.5 44.4 77.0
RE2† [253] 91.7 93.3 93.3 81.0 61.6 44.5 77.6
Self-Consistency [237] 91.7 95.9 94.5 83.1 67.9 55.1 81.4
Self-Verification [246] 87.4 95.3 92.9 82.2 59.8 37.4 75.8
FOBAR 91.9 100.0 96.1 86.8 70.8 55.1 83.5

C
om

pl
ex

C
oT ComplexCoT [57] 88.9 95.3 93.7 78.0 67.7 48.8 78.7

PHP† [281] 91.6 96.6 95.0 83.7 68.4 53.1 81.4
Self-Consistency [237] 89.4 98.5 91.1 82.7 79.1 58.7 83.2
Self-Verification [246] 89.9 95.5 94.1 80.1 72.0 38.2 78.3
FOBAR 90.6 100.0 95.3 87.0 78.7 58.7 85.0

G
PT

-3
.5

-T
ur

bo

ICL [16] 88.6 87.6 88.8 80.6 32.2 31.1 68.2

C
oT

CoT [243] 89.4 97.9 92.9 84.2 77.2 54.3 82.7
RE2† [253] 89.9 96.5 95.3 80.0 80.6 58.3 83.4
Self-Consistency [237] 90.6 98.6 93.1 86.4 81.9 62.6 85.5
Self-Verification [246] 90.4 97.4 92.9 83.1 74.9 60.6 83.2
FOBAR 89.4 99.3 94.5 88.9 85.1 62.6 86.6

C
om

pl
ex

C
oT

Complex CoT [57] 87.9 98.3 94.5 81.1 80.7 59.1 83.6
RCoT† [254] 88.2 – 93.0 84.9 84.6 53.3 –
PHP† [281] 85.3 98.0 92.9 83.1 85.1 60.6 84.2
Self-Consistency [237] 88.1 98.8 94.5 85.0 86.4 63.0 86.0
Self-Verification [246] 87.9 96.6 93.3 81.0 78.2 61.4 83.1
FOBAR 88.4 99.8 94.3 88.5 87.4 63.4 87.0

G
PT

-4

ICL [16] 92.1 98.6 94.3 90.9 48.5 48.0 78.7

C
oT

CoT [243] 92.7 99.0 95.7 92.9 93.4 69.7 90.6
Self-Consistency [237] 92.2 99.0 95.9 93.3 94.8 71.3 91.1
Self-Verification [246] 92.7 99.0 95.7 93.1 93.7 70.1 90.7
FOBAR 92.4 99.0 96.1 94.1 95.4 71.3 91.4

C
om

pl
ex

C
oT Complex CoT [57] 91.9 98.3 94.5 92.4 95.1 72.4 90.8

PHP† [281] 89.6 98.1 93.1 91.9 95.5 79.9 91.3
Self-Consistency [237] 91.4 98.5 94.7 93.4 96.2 75.2 91.6
Self-Verification [246] 91.6 98.5 94.7 93.0 95.7 75.6 91.5
FOBAR 91.9 98.6 94.7 94.4 96.4 75.2 91.9

6.3.3 Combining Forward and Backward Probabilities

In this experiment, we study how the combination weight α in Eq. (6.4) affects perfor-

mance. Figure 6.2 shows the testing accuracies (averaged over the six data sets) with

α ∈ [0, 1] using the three LLMs. As can be seen, FOBAR is insensitive to α over a large

range for all three LLMs. In the sequel, we use α = 0.5, which corresponds to the

geometric mean of the forward and backward probabilities.
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Figure 6.2: Testing accuracy (averaged over the six data sets) of FOBAR w.r.t. α.
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Figure 6.3: Testing accuracy of FOBAR (averaged over the six data sets) with geomet-
ric/arithmetic mean of forward and backward probabilities.

Alternatively, one can combine the forward and backward probabilities by the arithmetic

mean, i.e., P(Âc) =
1
2

(
PF(Âc) +PB(Âc)

)
. Figure 6.3 shows the testing accuracies for the

three LLMs. As shown, The arithmetic mean has a performance comparable to that of

the geometric mean. Hence, Figures 6.2 and 6.3 together suggest that FOBAR is robust

to the combination of forward and backward probabilities.

6.3.4 Usefulness of Forward and Backward Reasoning

We perform an ablation study on forward (FO) and backward (BA) reasoning. We

consider the four combinations: (i) using neither forward nor backward reasoning

(which reduces to greedy decoding [243]); (ii) use only forward reasoning (i.e., Self-

-Consistency); (iii) use only backward reasoning in selecting answers (i.e., α = 0

in Algorithm 7); (iv) use both forward and backward reasoning (i.e., the proposed

FOBAR). Table 6.3 shows the testing accuracies (averaged over the six data sets) for the

three LLMs. As can be seen, in all the settings, using forward or backward reasoning
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Table 6.3: Average testing accuracies (%) with different combinations of forward (FO)
and backward (BA) reasoning.

Forward Backward text-davinci-003 GPT-3.5-Turbo GPT-4
C

oT
✗ ✗ 76.6 82.7 90.6

✓ ✗ 81.4 85.5 91.1

✗ ✓ 82.1 86.2 91.2

✓ ✓ 83.5 86.6 91.4

C
om

pl
ex

C
oT ✗ ✗ 78.7 83.6 90.8

✓ ✗ 83.2 86.0 91.6

✗ ✓ 81.3 86.3 91.8

✓ ✓ 85.0 87.0 91.9
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Figure 6.4: Testing accuracy of FOBAR (averaged over the six data sets) with MF.

is consistently better than using neither of them. Moreover, combining forward and

backward reasoning is always the best. Examples 6.2.4 and 6.2.5 show that FOBAR is

able to rectify some cases of failure in forward and backward reasoning, respectively.

6.3.5 Number of Forward and Backward Reasoning Chains

6.3.5.1 Varying MF

In this section, we study how the performance of FOBAR varies with the number of

forward reasoning chains MF. Figure 6.4 shows the testing accuracies (averaged over

the six data sets) for the three LLMs. As can be seen, using a very small MF (e.g., ≤ 5)

is clearly undesirable, but the accuracy saturates quickly with increasing MF. This

suggests that one can use a small MF to reduce the computational cost. Moreover, the

accuracy curves of FOBAR are higher than those of Self-Consistency in Figure 6.6, again
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Figure 6.5: Testing accuracy of FOBAR (averaged over the six data sets) with MB.

demonstrating that integrating backward reasoning into verification is effective.

6.3.5.2 Varying MB

Next, we study how the performance of FOBAR varies with the number of backward

reasoning chains MB. Figure 6.5 shows the testing accuracies (averaged over the six

data sets) for the three LLMs. Note that MB = 0 corresponds to using only forward

reasoning. As shown, using a very small MB (e.g., ≤ 4) is clearly undesirable, but the

accuracy saturates quickly when MB increases. Hence, using a small MB can achieve a

good balance between performance and efficiency.

6.4 Analysis on Forward/Backward Reasoning

6.4.1 Saturated Performance of Self-Consistency

In this section, we study how the performance of Self-Consistency varies with the

number of forward reasoning chains MF. Figure 6.6 shows the testing accuracies

(averaged over the six data sets) for the three LLMs. As can be seen, simply sampling

more reasoning paths may not lead to performance improvement, particularly when

MF is large. Moreover, among the failure questions of Self-Consistency, about 60% have

at least one reasoning chain reaches the correct answer (Table 6.4).
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Figure 6.6: Accuracy (averaged over six data sets) of Self-Consistency versus number of
sampling paths (MF).

Table 6.4: Statistics on the failure cases of Self-Consistency on the six data sets.

AddSub MultiArith SingleEQ SVAMP GSM8K AQuA Total

#failures 47 7 28 150 179 94 505

#failures with no correct answer 28 0 14 57 60 52 211 (≈ 40%)
#failures with at least one correct answer 19 7 14 93 119 42 294 (≈ 60%)

CoT ComplexCoT
 0

10

20

30

40

50

60

ac
cu

ra
cy

 (%
)

13.6
8.6

41.3

48.0
wrong
correct

(a) text-davinci-003.

CoT ComplexCoT
 0

10

20

30

40

50

60

ac
cu

ra
cy

 (%
)

12.8 11.2

41.6 42.1

wrong
correct

(b) GPT-3.5-Turbo.

CoT ComplexCoT
 0

20

40

60

ac
cu

ra
cy

 (%
)

25.0
19.2

47.2
53.0

wrong
correct

(c) GPT-4.

Figure 6.7: Accuracy (averaged over all backward questions across the six data sets) of
predicting the masked number in backward questions with correct/wrong candidate
answers.

6.4.2 Correct Candidate Helps Backward Reasoning

In this experiment, we verify the intuition that the correct candidate answer helps LLM

to predict the masked numbers. Figure 6.7 compares the accuracies of predicting the

masked numbers in backward questions with the correct/wrong candidates. As can be

seen, using the correct candidate has 2× higher accuracy (averaged over the six data

sets) than the wrong ones in predicting masked numbers, demonstrating that using

backward reasoning to verify candidate answers is reasonable.
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Table 6.5: Accuracies on the non-mathematical tasks of Date Understanding and Last Letter
Concatenation using GPT-3.5-Turbo. Results with † are from the original publications. “–”
means that the result is not reported in the original publication.

Date Understanding Last Letter Concatenation

ICL [16] 52.0 8.0

C
oT

CoT [243] 61.3 81.0
RE2† [253] 47.2 –

Self-Consistency [237] 65.6 81.4
Self-Verification [246] 66.1 81.8

FOBAR 66.4 82.6

C
om

pl
ex

C
oT ComplexCoT [57] 74.8 81.4

RCoT† [254] 71.7 –
Self-Consistency [237] 77.5 81.2
Self-Verification [246] 76.2 81.6

FOBAR 78.0 82.4

6.5 Experiments on Non-Mathematical Tasks

In this section, we perform experiments on three standard non-mathematical tasks: Date

Understanding [243, 57], Last Letter Concatenation [243, 283], StrategyQA [61]. Examples

are shown in Table 6.1. For Date Understanding, numbers are chosen as informative

tokens; for Last Letter Concatenation, the four words in the questions are informative;

for StrategyQA, verbs are chosen as informative tokens. For Last Letter Concatenation

and StrategyQA, we create backward questions as multiple-choice questions to restrict

the search space of answers, see Section 6.2.4 for detailed descriptions. We compare

FOBAR with other CoT-based methods and ICL using GPT-3.5-Turbo. PHP does not

report results on non-mathematical tasks.

Table 6.5 shows the testing accuracies. As shown, FOBAR outperforms all the baselines

with either CoT or ComplexCoT as the base prompt. Moreover, all CoT-based methods

are better than ICL significantly.

6.6 Conclusion

In this chapter, we study the problem of verifying candidate answers to mathematical

problems using chain-of-thought prompting. To complement the use of only forward

reasoning for verification, we use the meta-knowledge of backward reasoning : A
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simple template is introduced to create questions and a prompt is designed to ask the

LLM to predict a masked word when a candidate answer is provided. Furthermore, we

proposed FOBAR to combine the meta-knowledge of forward and backward reasoning

for verification. Extensive experiments on six standard mathematical data sets and

three LLMs show that the proposed FOBAR achieves state-of-the-art performance on

mathematical reasoning tasks. FOBAR can also be used on non-mathematical tasks and

achieves superior performance.
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CHAPTER 7

MetaMathQA: Bootstrap Math Questions for LLMs

7.1 Introduction

Recent years have witnessed the rapid development of large language models (LLMs)

which emerge as the favored approach for various applications and demonstrate multi-

dimensional abilities, including instruction following [16, 222, 165], coding assistance

[19, 158, 146, 123], and mathematical problem-solving [268, 88, 145, 31]. Among various

tasks, solving mathematical problems is more challenging as they often require highly

complex multi-step reasoning capabilities. Although some close-sourced models, e.g.,

GPT-3.5-Turbo [161], GPT-4 [163] and PaLM-2 [227], have demonstrated promising

performance on some mathematical problem-solving benchmarks, it is still a mystery

how these models are trained and what data these models use. Therefore, how to equip

open-source LLMs (e.g., LLaMA [226, 227]) with good mathematical problem-solving

meta-knowledge remains an open challenge.

To tackle this challenge, two popular lines of research to improve the mathematical

problem-solving abilities of LLMs are prompt-based methods and finetuning-based methods.

Prompt-based methods [243, 57, 237, 283, 57, 237] aim to activate the meta-knowledge of

forward reasoning by choosing suitable prompting inputs without modifying the model

parameters. Finetuning-based methods enhance the meta-knowledge of mathematical

reasoning by finetuning on mathematical data. While prompt-based methods are

model-dependent and sensitive to many factors, finetuning-based methods, despite

being simple and model-agnostic, heavily rely on effective training data on downstream

mathematical questions.

In this chapter, we aim to augment data for training LLMs to enhance the meta-

knowledge of solving mathematical problems. Specifically, we propose to bootstrap the

questions in both forward and backward reasoning directions. For the forward direction,

we have the original and LLM-rephrased questions. For the backward direction, we

have the self-verification question [246] and FOBAR question proposed in Chapter 6.

To construct backward reasoning questions, we mask a number in a question using
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Figure 7.1: GSM8K accuracy of LLaMA-2-7B finetuned on different sizes of answer aug-
mentation data. Larger diversity gain indicates the question is more diverse compared
to the existing questions. Detailed experimental setup is given in Section 7.3.2.

an identifier “x” and ask the model to predict the masked number when the answer

is provided. Different from [246, 103] that apply backward reasoning for inference ver-

ification, we use it as a form of question for language model finetuning. For answers,

we adopt an answer augmentation method based on rejection sampling [268], where

diverse reasoning paths are generated and only those with correct answers are used.

After combining both forward and backward mathematical questions with augmented

answers, we construct a new dataset for fine-tuning, called MetaMathQA. By fine-tuning

LLaMA-2 on MetaMathQA, we obtain a series of MetaMath models. Question boot-

strapping is guided by the insight that a mathematical question represents merely a

single view of the underlying meta-knowledge. Therefore, question bootstrapping can

be viewed as a form of multi-view augmentation in order to enable the transfer of the

meta-knowledge. Leveraging the MetaMathQA dataset, MetaMath demonstrates excep-

tional performance in mathematical reasoning, positioning it among the top performers

on widely recognized evaluation benchmarks.

Another motivation behind question bootstrapping is to enlarge the question diver-

sity [46] such that the question distribution can be rich enough to cover more unseen

scenarios. We quantify the question diversity of the original questions and the proposed

MetaMathQA dataset in Figure 7.1. The diversity gain [12] indicates how diverse the

question is compared to the existing dataset, and a larger diversity gain means the new

question is more different from the existing dataset. With question bootstrapping, the
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MetaMathQA dataset is much more diverse than the original dataset. We also observe

that the test accuracy without bootstrapped questions rapidly reaches a state of satura-

tion. In contrast, the test accuracy, when using bootstrapped questions, continues to

exhibit a steady increase. Our contributions are summarized as follows.

• We propose a novel question bootstrapping method to augment the training dataset,

resulting in MetaMathQA. Question bootstrapping rewrites questions with both

forward and backward reasoning paths and also leverages LLMs to rephrase the

question text.

• Based on the MetaMathQA dataset, MetaMath is finetuned from state-of-the-art

open-source LLMs (e.g., LLaMA-2), showing excellent elementary mathematical

problem-solving capability.

7.2 The Proposed MetaMathQA

Meta-Question: James buys 5

packs of beef that are 4 pounds each.

The price of beef is $5.50 per pound.

How much did he pay?

MetaMathQA

Answer: He bought 5*4=20

pounds of beef. So he paid 20 * 5.5

= $110. The answer is: 110

Self-Verification Question: James buys x packs of beef that are 4

pounds each. The price of beef is $5.50 per pound. He paid 110. What is

the value of unknown variable x? Answer: ……

Rephrasing Question: What is the total amount that James paid when

he purchased 5 packs of beef, each weighing 4 pounds, at a price of $5.50

per pound? Answer: ……

FOBAR Question: James buys x packs of beef that are 4 pounds each.

The price of beef is $5.50 per pound. How much did he pay? If we know

the answer to the above question is 110, what is the value of unknown

variable x? Answer: ……

Answer Augment: James buys 5 packs of beef that are 4 pounds each,

so he buys a total of 5 * 4 = 20 pounds of beef. The price of beef is $5.50

per pound, so he pays 20 * $5.50 = $110. The answer is: 110

Question Bootstrapping

MetaMath
Finetune 

LLaMA-2

Original Data

Figure 7.2: Overview of MetaMath.

The overview of our method is illustrated in Figure 7.2. Given a meta-question (a

sample in the original mathematical training set), we can generate a series of variants.

Specifically, we perform three types of question bootstrapping. Combined with an-

swer augmentation, we present MetaMathQA, a diverse and high-quality mathematical

dataset based on GSM8K and MATH. We then present MetaMath, a family of LLMs

finetuned on MetaMathQA focusing on improving open-source models’ mathematical

reasoning ability.
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7.2.1 Answer Augmentation

Generating more reasoning paths is a simple but effective way to augment the training

set. For a question qi, we use few-shot ComplexCoT prompting with temperature

sampling to generate KAnsAug more reasoning paths {(r(j)
i , a(j)

i ) : j = 1, . . . , KAnsAug}:

the question is appended to a few in-context reasoning examples, then fed to the LLM

for generating its reasoning path r(j)
i and answer a(j)

i . We filter out reasoning paths with

correct answers as:

DAnsAug = {(qi, r(j)
i , a(j)

i ) : a(j)
i = a⋆i ; i = 1, . . . , Nq; j = 1, . . . , KAnsAug}. (7.1)

Example 7.2.1: Answer Augmentation

Question: James buys 5 packs of beef that are 4 pounds each. The price of beef is
$5.50 per pound. How much did he pay?
Answer: (sample answers from GPT-3.5-Turbo)

7.2.2 Question Bootstrapping by LLM Rephrasing

Generating more answers for mathematical questions with LLMs is straightforward,

but creating questions is more difficult. Math Questions are written by well-educated

teachers. Hence, enlarging the question set through manual creation is time-consuming

and labor-intensive. To address this issue, we propose rephrasing prompting to generate

more questions through LLMs to enhance the meta-knowledge of forward reasoning.

Example 7.2.2: Rephrasing Question

Question: What is the total amount that James paid when he purchased 5 packs of
beef, each weighing 4 pounds, at a price of $5.50 per pound?
Answer: Each pack of beef weighs 4 pounds, so 5 packs weigh 4 * 5 = 20 pounds in
total. The price per pound of beef is $5.50, so the total cost for 20 pounds is 20 * $5.50
= $110. ... The answer is: 110.

Specifically, for a question qi, we append it to the prompt, which is then fed to the

LLM for generating the rephrased question. Example 7.2.2 shows a rephrased question

generated by GPT-3.5-Turbo and the rephrasing prompt for GSM8K is shown in Example

7.2.3. We adopt temperature sampling to sample Krephrase rephrased questions for each

meta-question. It is time-consuming to manually check the consistency between the

rephrased questions and the original questions. To overcome this difficulty, we propose

a supervised method to evaluate the correctness between the rephrased questions and
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Example 7.2.3: Prompt for Rephrasing GSM8K Questions

You are an AI assistant to help me rephrase questions. Follow the given examples.

Question: Angelo and Melanie want to plan how many hours over the next week they should study
together for their test next week. They have 2 chapters of their textbook to study and 4 worksheets to
memorize. They figure out that they should dedicate 3 hours to each chapter of their textbook and
1.5 hours for each worksheet. If they plan to study no more than 4 hours each day, how many days
should they plan to study total over the next week if they take a 10-minute break every hour, include 3
10-minute snack breaks each day, and 30 minutes for lunch each day?
Rephrase the above question: Angelo and Melanie need to study 2 chapters in their textbook and 4
worksheets for their upcoming test. They have planned to dedicate 3 hours for each chapter and 1.5
hours for each worksheet. They can study for a maximum of 4 hours each day, taking into account
10-minute breaks every hour, 3 10-minute snack breaks per day, and 30 minutes for lunch. How many
days do they need to study in total over the next week to complete their study plan?

Question: Leah had 32 chocolates and her sister had 42. If they ate 35, how many pieces do they have
left in total?
Rephrase the above question: If Leah had 32 chocolates and her sister had 42, and they both
consumed 35 chocolates, what is the total number of chocolates that they have left?

Question: Olivia has $23. She bought five bagels for $3 each. How much money does she have left?
Rephrase the above question: What is the amount of money that Olivia has left after purchasing five
bagels for $3 each, if she initially had $23?

Question: There were nine computers in the server room. Five more computers were installed each
day, from monday to thursday. How many computers are now in the server room?
Rephrase the above question: If there were initially nine computers in the server room and five more
computers were added each day from Monday to Thursday, what is the current total number of
computers in the server room?

Question: Michael had 58 golf balls. On tuesday, he lost 23 golf balls. On wednesday, he lost 2 more.
How many golf balls did he have at the end of wednesday?
Rephrase the above question: After losing 23 golf balls on Tuesday and an additional 2 on Wednesday,
how many golf balls does Michael have left if he initially had 58 golf balls?

Question: Jason had 20 lollipops. He gave Denny some lollipops. Now Jason has 12 lollipops. How
many lollipops did Jason give to Denny?
Rephrase the above question: If Jason initially had 20 lollipops and now has 12 after giving some to
Denny, how many lollipops did he give to Denny?

Question: Sam bought a dozen boxes, each with 30 highlighter pens inside, for $10 each box. He
rearranged five of these boxes into packages of six highlighters each and sold them for $3 per package.
He sold the rest of the highlighters separately at the rate of three pens for $2. How much profit did he
make in total, in dollars?
Rephrase the above question: Sam purchased 12 boxes, each containing 30 highlighter pens, at $10
per box. He repackaged five of these boxes into sets of six highlighters and sold them for $3 per set.
He sold the remaining highlighters individually at a rate of three pens for $2. What is the total profit
he made in dollars?

Question: There are 15 trees in the grove. Grove workers will plant trees in the grove today. After they
are done, there will be 21 trees. How many trees did the grove workers plant today?
Rephrase the above question: If there were initially 15 trees in the grove and the grove workers are
planning to plant more trees today, resulting in a total of 21 trees, how many trees did the workers
plant today?

Question: {Q}
Rephrase the above question:
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the meta-questions. For each rephrased question q̂(j)
i , we use few-shot ComplexCoT

prompting to generate its reasoning path r̂(j)
i and answer â(j)

i , which is then compared

with the ground-truth answer a⋆i . The accuracy for answering the rephrased questions

by GPT-3.5-Turbo is 76.30%, which is comparable to that of answering the original

training questions (80.74%). This suggests that the quality of rephrased questions is

preserved high while the question diversity is improved. We collect the rephrased

questions with correct answers (i.e., â(j)
i = a⋆i ) as the augmented data:

Drephrase = {(q̂i, r̂(j)
i , â(j)

i ) : â(j)
i = a⋆i ; i = 1, . . . , Nq; j = 1, . . . , Krephrase}. (7.2)

7.2.3 Question Bootstrapping by Backward Reasoning

Backward reasoning plays an important role in answering many mathematical ques-

tions, i.e., starting with a given condition and thinking backward to determine an

unknown variable in the question. One specific example between a question and a

backward question is illustrated in Example 7.2.4. Compared with forward questions,

existing methods (SFT, RFT, WizardMath) have significantly lower accuracy on back-

ward questions, as shown in Figure 7.3, motivating us to bootstrap backward questions

to improve the meta-knowledge of backward reasoning.

Example 7.2.4: Question and Backward Question

Question: James buys 5 packs of beef that are 4 pounds each. The price of beef is
$5.50 per pound. How much did he pay?
Answer: He bought 5*4=20 pounds of beef. He paid 20*5.5=$110. The answer is: 110 ✓

Backward Question: James buys x packs of beef that are 4 pounds each. The price of
beef is $5.50 per pound. How much did he pay? If we know the answer to the above
question is 110, what is the value of unknown variable x?
Answer: The total weight of the beef is 4*x because 4*5.5 = 22. ... The answer is: 27 ✗

To improve the backward reasoning ability of finetuned models, we generate more

questions which can be solved in a backward manner: a number in the question qi is

masked by “x”, while the LLM is asked to predict the value of “x” when its answer a⋆i
is provided. Different from forward reasoning, which generates explicit intermediate

steps towards the final answer, backward reasoning starts with the answer and generates

multiple reasoning steps to predict the masked number. Representative backward

reasoning methods include Self-Verification [246] and FOBAR proposed in Chapter 6.
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Example 7.2.5: Rewriting Prompt

You are an AI assistant to help me rewrite question into a declarative statement when its
answer is provided. Follow the given examples and rewrite the question.

Question: How many cars are in the parking lot? The answer is 5.
Result: There are 5 cars in the parking lot.

Question: How many trees did the grove workers plant today? The answer is 6.
Result: The grove workers planted 6 trees today.

Question: If they ate 35, how many pieces do they have left in total? The answer is
39.
Result: They have 39 pieces left in total if they ate 35.

Question: How many lollipops did Jason give to Denny? The answer is 8.
Result: Jason gave 8 lollipops to Denny.

Question: How many toys does he have now? The answer is 9.
Result: He now has 9 toys.

Question: How many computers are now in the server room? The answer is 29.
Result: There are 29 computers now in the server room.

Question: How many golf balls did he have at the end of wednesday? The answer is
33.
Result: He had 33 golf balls at the end of Wednesday.

Question: How much money does she have left? The answer is 8.
Result: She has 8 money left.

Question: {Q} The answer is {A}.
Result:

In Self-Verification (SV) [246], the question with the answer is first rewritten into a

declarative statement, e.g., “How much did he pay?” (with the answer 110) is rewritten

into “He paid $10”. Then, a question for asking the value of x is appended, e.g., “What

is the value of unknown variable x?”. We propose using in-context learning to rewrite

the question with the answer into a declarative statement, as shown in Example 7.2.5.

Additionally, Example 7.2.6 gives an augmented example after rewriting. We collect

the new questions and their generated reasoning paths with correct answers as the

augmented data:

DSV = {(q̃(j)
i , r̃(j)

i , ã(j)
i ) : ã(j)

i = a⋆i ; i = 1, . . . , Nq; j = 1, . . . , KSV}. (7.3)
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Example 7.2.6: Self-Verification [246] Question

Question: James buys x packs of beef that are 4 pounds each. The price of beef is
$5.50 per pound. He paid 110. What is the value of unknown variable x?
Answer: To solve this problem, we need to determine the value of x, which represents
the number of packs of beef that James bought. Each pack of beef weighs 4 pounds
and ... The value of x is 5.

Example 7.2.7: FOBAR Question

Question: James buys x packs of beef that are 4 pounds each. The price of beef is
$5.50 per pound. How much did he pay? If we know the answer to the above question
is 110, what is the value of unknown variable x?
Answer: James buys x packs of beef that are 4 pounds each, so he buys a total of 4x
pounds of beef. The price of beef is $5.50 per pound, so the total cost of the beef is
5.50 * 4x = 22x. ... The value of x is 5.

Self-Verification needs to rewrite the question with an answer into a declarative state-

ment, which is challenging for complex questions. To address this issue, The FOBAR

method directly appends the answer to the question, i.e., “If we know the answer to the

above question is {a⋆i } , what is the value of unknown variable x?” Example 7.2.7 shows an

example. We collect the backward questions along with their correct answers (generated

by GPT-3.5-Turbo) as our augmented data:

DFOBAR = {(q̄(j)
i , r̄(j)

i , ā(j)
i ) : ā(j)

i = a⋆i ; i = 1, . . . , Nq; j = 1, . . . , KFOBAR}. (7.4)

7.2.4 Finetuning the LLMs

We merge all the augmented data, including answer-augmented data and bootstrapped

questions (Rephrasing, Self-Verification, FOBAR) as

DMetaMathQA = DAnsAug ∪Drephrase ∪DSV ∪DFOBAR.

We finetune an LLM model (parameterized by θ) on DMetaMathQA to obtain the Meta-

Math model by maximizing the log-likelihood of the reasoning path conditioned on the

question, i.e.,

L(θ) = ∑
(q,r,a)∈DMetaMathQA

logP(r | q; θ).

Although we only consider LLaMA-2 and Mistral in this chapter, MetaMathQA can also

be used to finetune other LLMs.

90



7.3 Experiments

7.3.1 Proposed MetaMathQA Dataset

Seed Datasets. We use two popular mathematical reasoning benchmarks (the seed

datasets): (i) GSM8K [30] is a dataset consisting of high-quality grade school math

problems, containing 7, 473 training samples and 1, 319 testing samples; and (ii) MATH

[77] dataset consists of high school math competition problems that span seven subjects

including PreAlgebra, Algebra, Number Theory, Counting and Probability, Geometry, Inter-

mediate Algebra, and PreCalculus. It contains 7, 500 and 5, 000 samples for training and

testing, respectively. Questions in GSM8K [30] take between 2 and 8 steps to reach the

answer, while MATH is much more challenging and needs more steps.

Implementation Details. GPT-3.5-Turbo is used for rephrasing questions as well as

generating answers in all four augmentations, where the temperature is set to 0.7 as in

[237].

Results. Table 7.1 illustrates the detailed description of our MetaMathQA dataset.

Specifically, it contains 155K, 130K, 55K, and 55K augmented samples from AnsAug,

Rephrasing, Self-Verification, and FOBAR augmentations, respectively. Moreover, 240K

samples are augmented from GSM8K, while 155K samples are augmented from MATH.

In the next section, we will conduct experiments to verify that MetaMathQA is beneficial

to improving open-source models’ mathematical reasoning ability.

Table 7.1: Number of samples in the proposed MetaMathQA.

Datasets AnsAug Rephrasing SV FOBAR Overall

MetaMathQA-GSM8K 80K 80K 40K 40K 240K
MetaMathQA-MATH 75K 50K 15K 15K 155K

MetaMathQA 155K 130K 55K 55K 395K

7.3.2 Usefulness of MetaMathQA

In this section, we validate whether the proposed MetaMathQA dataset is useful to

finetune open-source models for improving their mathematical reasoning abilities. All

experiments in Section 7.3.2 were conducted by Longhui Yu, another co-author of

MetaMath [267]. Longhui Yu and I jointly worked on designing the experiments and
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analyzing the experimental results. Section 7.3.2.2 shows the key findings. More

results can be found in [267].

7.3.2.1 Setup

Models. We use the current state-of-the-art open-source model LLaMA-2 [227], includ-

ing three different parameter sizes: 7B, 13B, and 70B, as the base model for fine-tuning.

GPT-3.5-Turbo is used for rephrasing questions as well as generating answers in all four

augmentations, where the temperature is set to 0.7 as in [237]. The LLaMA-2-7B and

LLaMA-2-13B are trained by fully fine-tuning. LLaMA-2-70B is finetuned by QLoRA [37]

for computational efficiency.

Implementation Details. For the fully fine-tuning setting, we use the AdamW optimizer

to train the model with 3 epochs and the batch size is 128. We use 8 NVIDIA A100

GPUs to train the 7B and 13B models, the learning rate is set as 2e-5 with a 3% learning

rate warmup. For the 70B model QLoRA fine-tuning, the LoRA rank and alpha are

96 and 16, with a 0.05 dropout between the two matrices. The LoRA matrices are

appended to both the attention layer and the MLP layer. We use the same AdamW

optimizer but with a 1e-4 learning rate and without a learning rate warmup. The

Training Prompt (Example 7.3.1) is from Alpaca [222], where the instruction is replaced

by the MetaMathQA question.

Example 7.3.1: Training Prompt

Below is an instruction that describes a task. Write a response that appropriately
completes the request.

### Instruction: {instruction}

### Response:

Example 7.3.2: Evaluation Prompt

Below is an instruction that describes a task. Write a response that appropriately
completes the request.

### Instruction: {instruction}

### Response: Let’s think step by step.

Evaluation Prompting. Different from the few-shot prompting evaluation for closed-

source models, we find that zero-shot prompting is better for finetuned LLMs, which
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also saves more inference costs. Specifically, MetaMath uses the zero-shot Evaluation

Prompt (Example 7.3.2) for GSM8K and MATH, where the instruction is replaced by the

testing question. We set the temperature as 0 for fine-tuned models.

Answer Extraction. Different from the Wei et al. [243], where they use complex string

rules to extract the final answer. In line with WizardMath [145], MetaMath only extracts

the string behind “The answer is:” as the final answer. To teach the model this extraction

method, we append “The answer is: {ground-truth answer}” to the end of answers in the

MetaMathQA dataset.

Baselines. The proposed methods are compared with (i) closed-source models such

as GPT-3.5-Turbo [162], PaLM [29]; (ii) open-source models such as LLaMA-1 [226],

LLaMA-2 [227]; (iii) Supervised Fine-Tuning (SFT), which uses the training set of

the original GSM8K or MATH datasets; (iv) Rejection sampling Fine-Tuning (RFT)

[268] generates and collects correct reasoning paths as augmented data for fine-tuning;

(v) WizardMath [145] which generates samples and trains two reward models using

GPT-3.5-Turbo to select samples for fine-tuning.

Diversity Gain. We use the diversity gain [12] to measure to what extent a new

dataset added to a basic dataset can improve the overall data diversity. For a base

dataset Dbase = {xi = (qi, ri, ai)}N
i=1 with N samples, and a new dataset Dnew = {xi =

(qi, ri, ai)}M
i=1 with M samples, the diversity gain is defined as: Dnew relative to Dbase as:

dgain = 1
M ∑xi∈Dnew minxj∈Dbase(∥ f (xi)− f (xj)∥2

2), where f is the feature extractor and

we use the OpenAI Embedding API text-embedding-ada-002 for feature extraction. For

Figure 7.1, we change the data size of base data and select a fixed set of 20K new data

points that the model has not encountered to form Dnew.

7.3.2.2 Main Results

Main Results. Table 7.2 shows the testing accuracy on GSM8K and MATH. As can be

seen, for all three groups (1-10B, 11-50B, 51-70B), MetaMath achieves the state-of-the-art

performance, demonstrating that MetaMathQA is useful for improving open-source

models’ mathematical reasoning ability.

We conduct experiments to study the effect of augmentations in MetaMathQA. We first

finetune the LLaMA-2-7B model on augmented GSM8K (MetaMath-GSM8K) data, and

test the finetuned model on GSM8K and MATH. Table 7.3 shows the testing accuracy of
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Table 7.2: Comparison of testing accuracy to existing LLMs on GSM8K and MATH.

#params GSM8K MATH

closed-source models
GPT-4 [163] - 92.0 42.5
GPT-3.5-Turbo [162] - 80.8 34.1
PaLM [29] 8B 4.1 1.5
PaLM [29] 62B 33.0 4.4
PaLM [29] 540B 56.5 8.8
PaLM-2 [4] 540B 80.7 34.3
Flan-PaLM 2 [4] 540B 84.7 33.2
Minerva [121] 8B 16.2 14.1
Minerva [121] 62B 52.4 27.6
Minerva [121] 540B 58.8 33.6

open-source models (1-10B)
LLaMA-2 [227] 7B 14.6 2.5
MPT [153] 7B 6.8 3.0
Falcon [172] 7B 6.8 2.3
InternLM [89] 7B 31.2 -
GPT-J [233] 6B 34.9 -
ChatGLM 2 [272] 6B 32.4 -
Qwen [6] 7B 51.6 -
Baichuan-2 [256] 7B 24.5 5.6
SFT [227] 7B 41.6 -
RFT [268] 7B 50.3 -
MAmooTH-CoT [269] 7B 50.5 10.4
WizardMath [145] 7B 54.9 10.7
MetaMath 7B 66.5 19.8

open-source models (11-50B)
LLaMA-2 [227] 13B 28.7 3.9
LLaMA-2 [227] 34B 42.2 6.2
MPT [153] 30B 15.2 3.1
Falcon [172] 40B 19.6 2.5
Vicuna [28] 13B 27.6 -
SFT [227] 13B 50.0 -
RFT [268] 13B 54.8 -
MAmooTH-CoT [269] 13B 56.3 12.9
WizardMath [145] 13B 63.9 14.0
MetaMath 13B 72.3 22.4

open-source models (51-70B)
LLaMA-2 [227] 70B 56.8 13.5
RFT [268] 70B 64.8 -
Platypus [115] 70B 70.6 15.6
MAmooTH-CoT [269] 70B 72.4 21.1
WizardMath [145] 70B 81.6 22.7
MetaMath 70B 82.3 26.6
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Table 7.3: Effect of different question augmentation with LLaMA-2-7B finetuned on
GSM8K or MATH.

finetuned on GSM8K finetuned on MATH
AnsAug Rep. SV FOBAR GSM8K MATH AnsAug Rep. SV FOBAR GSM8K MATH

SFT [227] ✗ ✗ ✗ ✗ 41.6 3.0 ✗ ✗ ✗ ✗ 13.8 4.7

MetaMath

✓ ✗ ✗ ✗ 59.6 4.4 ✓ ✗ ✗ ✗ 28.4 12.9
✗ ✓ ✗ ✗ 59.7 4.4 ✗ ✓ ✗ ✗ 30.4 12.4
✓ ✓ ✗ ✗ 60.6 4.4 ✓ ✓ ✗ ✗ 29.1 15.3
✓ ✓ ✓ ✓ 64.4 5.7 ✓ ✓ ✓ ✓ 34.6 17.7
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Figure 7.3: The accuracy gap between GSM8K and GSM8K-Backward.

different combinations of augmentations. As can be seen, using all augmentations is

significantly better than using answer augmentation alone, showing the effectiveness of

three proposed question augmentations. Furthermore, combining backward questions

also improves the testing accuracy. These observations also can be seen from Table 7.3,

where we fine-tune LLaMA-2-7B on the augmented MATH (MetaMathQA-MATH) data

then evaluate the model on GSM8K and MATH.

To evaluate the backward mathematical capability, we propose a GSM8K-Backward

test set, including 1270 backward questions by using SV and FOBAR to augment the

original GSM8K test set (as shown in Example 7.2.6 and Example 7.2.7). Figure 7.3 shows

the accuracy comparison of different 7B mathematical LLMs between the GSM8K and

GSM8K-Backward datasets. As can be seen, existing LLMs struggle to solve mathematical

problems in backward rationales and our MetaMath has a significant improvement

on both datasets. Specifically, the ways where different LLMs solve the backward

mathematical problem are illustrated through Example 7.3.3.
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Example 7.3.3: Case study about Reverse Mathematical problem

Question: A robe takes 2 bolts of blue fiber and x% that much white fiber. It takes a
total of 3 bolts. What is the value of unknown variable x? (Ground-truth answer is 50)
SFT Answer: We know that the robe takes 2 * x% = 3 bolts. So 2 * x% = 3. So x% =
3/2 = 60%. So x = 60. #### 60. The answer is: 60
RFT Answer: We know that the robe takes 2 bolts of blue fiber and x% that much
white fiber, so it takes 2 * 0.01 = 0.02 bolts of white fiber. So in total, it takes 2 + 0.02 =
«2+0.02=2.02»2.02 bolts of blue and white fiber. Since we know that it takes 3 bolts in
total, we can write the equation 2.02 = 3. We can solve for x by multiplying both sides
by 3, getting 6.04 = 3 * 0.02. We can then write the equation 6.04 = 3, and solve for x
by dividing both sides by 6.04, getting x = 0.02. #### 2 The answer is: 2
WizardMath Answer: Step 1: Define the variables. Let x% of the blue fiber be
represented by the variable y. Then, the robe takes 2y bolts of blue fiber. Step 2: Set
up the equation. Since the robe takes a total of 3 bolts, we can write the equation as
follows: 2y + xy = 3 Step 3: Simplify the equation. We can simplify the equation by
combining the terms with y: 2y + xy = 3 3y + xy = 3 Step 4: Solve for x. To solve for x,
we need to isolate xy on one side of the equation. We can do this by subtracting 3y
from both sides: 3y + xy - 3y = 3 - 3y xy = 3 - 3y Step 5: Find the value of x. Now, we
need to find the value of x. We know that xy = 3 - 3y, and we want to express y in
terms of x. To do this, we can divide both sides of the equation by x: (3 - 3y) / x = y
Step 6: Solve for y. Now, we can solve for y by multiplying both sides of the equation
by x: 3 - 3y = xy 3 - 3y = x(3 - 3y) Step 7: Simplify the equation. We can simplify the
equation by expanding and combining like terms: 3 - 3y = 3 - 3y Step 8: Find the
value of x. Now, we can see that y = 0, which means that x% of the blue fiber is 0%.
Since we are dealing with a percentage, the only possible value for x is 0. Therefore,
the value of unknown variable x is 0. Final Answer: x = 0. The answer is: x
Our Answer: The robe takes 2 bolts of blue fiber. It takes x% of that much white
fiber, which means it takes (x/100) * 2 bolts of white fiber. In total, it takes 3 bolts. So,
we can write the equation as: 2 + (x/100) * 2 = 3 Let’s simplify and solve for x: 2 +
(2x/100) = 3 To isolate x, we subtract 2 from both sides of the equation: 2 + (2x/100) -
2 = 3 - 2 (2x/100) = 1 To solve for x, we multiply both sides of the equation by 100/2:
(2x/100) * (100/2) = 1 * (100/2) x = 50 The value of x is 50. #### 50 The answer is: 50

7.4 Conclusion

In this chapter, we focus on improving open-source LLMs’ meta-knowledge of solving

mathematical problems. By bootstrapping mathematical questions on GSM8K and

MATH, we present a high-quality and diverse dataset MetaMathQA, involving forward

reasoning and backward reasoning samples. Our family of LLMs finetuned on Meta-

MathQA, called MetaMath, have achieved state-of-the-art on mathematical benchmarks

among all open-source LLMs, demonstrating that MetaMathQA is useful for boosting

LLM mathematical problem-solving capabilities.
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CHAPTER 8

Conclusion & Future Works

8.1 Conclusion

Meta-learning is used to accelerate learning new tasks from meta-knowledge extracted

from historical tasks. In this thesis, we studied the meta-learning problems when tasks

are complex. We first extend learning a meta-regularization for simple linear regression

tasks to nonlinear tasks by proximal kernelized extension (Chapter 3). To deal with

complex tasks, whose model weights are diverse, we formulate task-specific knowledge

into a subspace mixture, where each subspace represents one type of knowledge (Chapter

4). As language models are usually large, learning multiple meta-models causes a

heavy burden on computation and memory. We further propose to learn a pool of

multiple meta-prompts for prompt learning in language models (Chapter 5). For more

challenging mathematical tasks, we activated the backward reasoning meta-knowledge

(based on CoT prompting) to verify candidate answers and proposed to combine

the forward and backward reasoning for verification by LLMs (Chapter 6). As open-

source models struggle to solve challenging mathematical problems, we proposed

bootstrapping questions from both forward and backward directions to enhance the diversity

of mathematical reasoning meta-knowledge (Chapter 7). Experiments are conducted in

each chapter to verify the usefulness of the proposed algorithms. Detailed summaries

for each chapter are listed as follows.

1. In Chapter 3, we proposed an efficient algorithm to learn a meta-regularization

for nonlinear models by kernelized proximal regularization. Nonlinearity allows

more powerful models like deep networks to deal with complex tasks. We formu-

lated the inner problem as a dual problem and introduced a learnable proximal

regularizer to the base learner. We theoretically established the local and global

convergence of the proposed algorithm. Experiments on benchmark regression

and classification datasets demonstrate that learning a nonlinear meta-regularizer

is effective. Moreover, for regression tasks, the proposed algorithm has a closed-

form solution in the base learner and, thus, is very efficient.
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2. In Chapter 4, we formulated task model parameters into multiple subspaces

and proposed a novel meta-learning algorithm MUSML to learn the subspace

bases. MUSML is very general, thus, can be used on linear and nonlinear models.

Generalization of the proposed MUSML is analyzed theoretically. Experiments on

synthetic demonstrate that MUSML can discover the underlying subspaces of task

model parameters. Empirical results on real-world datasets show that MUSML

achieves state-of-the-art performance on complex tasks.

3. In Chapter 5, we proposed using a pool of meta-prompts to extract knowledge

from meta-training tasks. We construct instance-dependent prompts by combining

the meta-prompts via attention. We propose a novel algorithm MetaPrompter to

combine learning a prompt pool with a novel soft verbalizer. Language models

are frozen and only the pool is learnable, thus, the proposed MetaPrompter is

parameter-efficient. Meta-learning a prompt pool is more flexible than meta-

learning only a single prompt initialization (as in MetaPrompting) and allows

better adaptation of complex tasks.

4. In Chapter 6, we studied the problem of verifying candidate answers to math-

ematical problems using chain-of-thought prompting. To complement the use

of only forward reasoning meta-knowledge for verification, we activated the

meta-knowledge backward reasoning: A simple template is introduced to create

questions and a prompt is designed to ask the LLM to predict a masked word

when a candidate answer is provided. Furthermore, we proposed FOBAR to

combine forward and backward reasoning meta-knowledge for verification. Ex-

tensive experiments on six standard mathematical data sets and three LLMs show

that the proposed FOBAR achieves state-of-the-art performance on mathematical

reasoning tasks. Additionally, FOBAR can also be used on non-mathematical tasks

and achieves superior performance on three datasets.

5. In Chapter 7, we focused on data augmentation for training open-source LLMs

to improve the mathematical meta-knowledge. We proposed to bootstrapping

mathematical questions on GSM8K and MATH by rewriting questions with both

forward and backward reasoning paths. We presented a high-quality and di-

verse dataset MetaMathQA, involving forward reasoning and backward reasoning

samples. By finetuning open-source LLMs on MetaMathQA, we obtain a fam-

ily of models MetaMath, which have achieved state-of-the-art on mathematical
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benchmarks among all open-source LLMs. Remarkably, MetaMath-7B reaches

66.5% on GSM8K and 19.8% on MATH, surpassing previous open-source LLMs

by a significant margin. This chapter further emphasizes the importance of the

characteristics of the training data in boosting LLM problem-solving capabilities.

8.2 Future Works

In the future, we would like to work on the following topics.

• Meta-learning low-rank matrices for subspace learning. In Chapter 4, we studied

the problem of learning multiple subspaces for building task-specific models. For

task-specific models with parameter θτ ∈ Rdin×dout , the size of meta-parameters is

K × m × din × dout (K is the number of subspaces, m is the subspace dimension).

For large models (e.g., LLaMA-2-7B [227]), this approach suffers from a heavy

burden on memory and computation. One promising solution is to meta-learn low-

rank matrices for subspace adaptation. Specifically, the task-specific model is built

as θ+ ∑K
k=1 λk,τBkΣτAk, where θ and {Bk ∈ Rdin×m, Ak ∈ Rm×dout : k = 1, . . . , K}

are meta-parameters shared across all tasks, λk,τ is a weight to indicate whether

the kth subspace is suitable for task τ, and Στ is task-specific mixing coefficients

learned in the base learner. By learning low-rank matrices, the number of meta-

parameters reduces to din × dout + K × m × (din + dout).

• Structured MetaPrompter for black-box LLMs. In Chapter 5, we propose MetaPrompter

to learn a pool of continuous meta-prompts for constructing instance-dependent

prompts. As the instance-dependent prompt is appended to x after the input

embedding layer, MetaPrompter is only suitable for open-source models. Most

commercial models like ChatGPT are close-source, thus, only accept discrete to-

kens (e.g,. “James buys x packs of beef that are 4 pounds each. The price of beef is

$5.50 per pound. How much did he pay?”) as inputs. To extend our MetaPrompter

to closed-source models, we can train a generator G to produce a pool of discrete

prompts and a retriever R to choose the suitable prompt. Specifically, for an input

x, we wrap it by a template “the question {x} is related to below knowledge” and

feed it to the generator multiple times with different seeds to obtain a pool of

discrete prompts {p1, . . . , pK} (e.g., “mathematics”, “food”). For each prompt pi,

we append it to the input, which is then fed to the closed-source LLM to obtain
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an output ŷi = LLM([x, pi]). By comparing ŷi with the ground-truth, we obtain a

score to measure the quality of the prompt. The key challenge is designing the

training objective and collecting diverse datasets to learn universal generator and

retriever.

• Backward reasoning for non-mathematical tasks. In Chapter 6, we leveraged

the backward reasoning meta-knowledge to verify candidate answers to math-

ematical problems. Backward reasoning is a general method and we extend it

to two non-mathematical tasks. For general non-mathematical reasoning tasks,

the key challenge is to find the informative words to be masked. A possible

direction is training a model or designing a prompt to identify the informative

words/sentences automatically.
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Appendix

Proof for Theoretical Results in Chapter 3

Proof of Proposition 3.2.1. (i) Notice that w(prox)
τ is affine in θ, thus, EτESτ

EQτ ∑(x,y)∈Qτ

(x⊤w(prox)
τ − y)2 is convex in θ. The CommonMean algorithm is using stochastic gradi-

ent descent to minimize the population risk, and the global convergence of θt follows

from the stochastic convex optimization [44].

(ii) Similarly, w(gd)
τ is affine in ψ, thus, the loss EτESτ

EQτ ∑(x,y)∈Qτ
(x⊤w(gd)

τ − y)2 is

convex in ψ. Using stochastic gradient descent, ψt achieves global convergence [44]. By

the below Proposition 3.2.2, w̄ is the unique optima, and we finish the proof.

Proof of Proposition 3.2.2. For each task τ, let vτ = w⋆
τ − w̄, then {vτ} are i.i.d. ran-

dom variables with zero mean. Denote Cτ =
(
λI+X⊤

τ Xτ

)−1
. As w(prox)

τ =Cτ

(
λθ+X⊤

τ yτ

)

and yτ = Xτw⋆
τ + ξτ, it follows that

EτESτ
EQτ ∑

(x,y)∈Qτ

(x⊤w(prox)
τ − y)2

= EτESτ
EQτ ∑

(x,y)∈Qτ

(λx⊤Cτθ+ x⊤CτX⊤
τ (Xτw⋆

τ + ξτ)− x⊤w⋆
τ − ξ)2

= EτESτ
EQτ ∑

(x,y)∈Qτ

(λx⊤Cτθ+ x⊤CτX⊤
τ (Xτw̄ + Xτvτ + ξτ)− x⊤w̄ − x⊤vτ − ξ)2

= EτESτ
EQτ ∑

(x,y)∈Qτ

(λx⊤Cτθ+ x⊤CτX⊤
τ Xτw̄ − x⊤w̄)2 + constant (8.1)

= EτESτ
EQτ ∑

(x,y)∈Qτ

(λx⊤Cτ(θ− w̄))2 + constant

= λ2σ2
x nqEτESτ

(θ− w̄)⊤C2
τ(θ− w̄) + constant,

where we have used the setting that x, ξ, Xτ, ξτ, and vτ are independent to obtain (8.1).

Since EτESτ
C2

τ ⪰ λ−2I, we conclude that θ = w̄ is the unique optima.
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For MAML with one gradient step w(gd)
τ = ψ − γX⊤

τ (Xτψ − yτ), it follows that

EτESτ
EQτ ∑

(x,y)∈Qτ

(x⊤w(gd)
τ − y)2

= EτESτ
EQτ ∑

(x,y)∈Qτ

(x⊤(I − γX⊤
τ Xτ)ψ + γx⊤X⊤

τ yτ − y)2

= EτESτ
EQτ ∑

(x,y)∈Qτ

(x⊤(I − γX⊤
τ Xτ)ψ + γx⊤X⊤

τ (Xτw̄ + Xτvτ + ξτ)− x⊤w̄ − x⊤vτ − ξ)2

= EτESτ
EQτ ∑

(x,y)∈Qτ

(
x⊤(I − γX⊤

τ Xτ)(ψ − w̄)
)2

+ constant

= nqσ2
xEτESτ

∥(I − γX⊤
τ Xτ)(ψ − w̄)∥2 + constant.

As γ < 1/σ2
x , we conclude that ψ = w̄ is the unique optima.

Proof of Proposition 3.2.4. The ridge regression has an efficient closed-form solution

w(prox) =
(

λI + X⊤X
)−1 (

λθ+ X⊤y
)

.

Using the SVD decomposition of X = UΣV⊤ and y = Xw⋆ + ξ, we obtain

w(prox) =
(

I + λ−1VΣ2V⊤
)−1 (

Va0 + V⊥b0 + λ−1VΣU⊤y
)

=
(

I + λ−1VΣ2V⊤
)−1 (

Va0 + V⊥b0 + λ−1VΣ2a⋆ + λ−1VΣUξ
)

(8.2)

= V⊥b0 + V(I + λ−1Σ2)−1
(

a0 + λ−1Σ2a⋆
)
+ V

(
λΣ−1 + Σ

)−1
U⊤ξ, (8.3)

where we have used U⊤y = U⊤(Xw⋆ + ξ) = U⊤UΣV⊤(Va⋆ + V⊥b⋆) + U⊤ξ = Σa⋆ +

U⊤ξ in (8.2) and the Woodbury identity in (8.3). Then the estimation error is

w(prox) − w⋆ = V⊥(b0 − b⋆) + V(I + λ−1Σ2)−1 (a0 − a⋆) + V
(

λΣ−1 + Σ
)−1

U⊤ξ.

Taking the square ℓ2-norm and then expectation over ξ on both sides, we have

Eξ∥w(prox)−w⋆∥2

= ∥V⊥(b0−b⋆)∥2+∥V(I+λ−1Σ2)−1 (a0 − a⋆) ∥2 +Eξ∥V
(

λΣ−1+Σ
)−1

U⊤ξ∥2 (8.4)

= ∥b0 − b⋆∥2 + ∥(I + λ−1Σ2)−1 (a0 − a⋆) ∥2 +Eξ∥
(

λΣ−1 + Σ
)−1

U⊤ξ∥2

= ∥b̃∥2 +
ns

∑
j=1

(
λãj

λ + ν2
j

)2

+
ns

∑
j=1

(
νjσξ

λ + ν2
j

)2

,

102



where (8.4) follows from the fact that V⊥ is V’s orthogonal complement and ξ is inde-

pendent with X (also the Σ, U and V).

Proof of Lemma 3.4.2. As Lmeta(θ, ϕ) ≡ ∑τ∈T ∑(x,y)∈Qτ
ℓ(ŷ, y), it suffices to show that

ℓ(ŷ, y) is Lipschitz-smooth in (θ, ϕ).

Using the chain rule, we have

∇(θ,ϕ)ℓ(ŷ, y) = ∇1ℓ(ŷ, y)∇(θ,ϕ)ŷ, (8.5)

∇(θ,ϕ)ŷ = ∇(θ,ϕ) fθ(z) + (∇(θ,ϕ)K(Zτ, z))⊤ατ + (∇(θ,ϕ)ατ)
⊤K(Zτ, z). (8.6)

The Lipschitz properties of direct derivatives ∇1ℓ(ŷ, y),∇(θ,ϕ) fθ(z),∇(θ,ϕ)K(Zτ, z),

and K(Zτz) follow from the Assumption 1. It remains to claim ατ and ∇(θ,ϕ)ατ are

Lipschitz. Let p =
[

fθ(z1); . . . ; fθ(zns);K(Zτ, z1); . . . ;K(Zτ, zns)
]
∈ Rns+n2

s be the input

of the dual problem.

(i) Claim: ατ is Lipschitz w.r.t. (θ, ϕ) and ατ(p) is Lipschitz-smooth w.r.t. p. To show

ατ is Lipschitz w.r.t. (θ, ϕ), it suffices to show that ∥∇(θ,ϕ)ατ∥ is bounded. By the chain

rule, ∇(θ,ϕ)ατ = ∇pατ∇(θ,ϕ)p. Denote the dual objective by g(p, α). By the implicit

function theorem [198], ∇pατ = −
(
∇2

αg(p, ατ)
)−1 ∂2

∂p∂α g(p, ατ), where

∇2
αg(p, ατ) = ∑

(xi,yi)∈Sτ

∇2
1ℓ( fτ(zi), yi)K(Zτ, zi)K(Zτ, zi)

⊤ +K(Zτ, Zτ)

∂2

∂p∂α
g(p, ατ) =

[
K(Zτ, Zτ)D | (K(Zτ, Zτ)D)⊗ α⊤

τ + v⊤ ⊗ I + I ⊗ α⊤
τ

]

D = diag([∇2
1ℓ( fτ(z1), y1); . . . ;∇2

1ℓ( fτ(zns), yns)])

v = [∇1ℓ( fτ(z1), y1); . . . ;∇1ℓ( fτ(zns), yns)],

and ⊗ is the Kronecker product. It follows from the Assumption 3.4.1 that both

∇2
αg(p, ατ) and ∂2

∂p∂α g(p, ατ) are Lipschitz w.r.t. p. Hence, we conclude that ∇pατ(p) is

Lipschitz, ατ(p) is Lipschitz-smooth w.r.t. p, and ∥∇pατ(p)∥ is bounded. Again, the

boundedness of ∇(θ,ϕ)p follows from the Lipschitz-smoothness of p w.r.t. (θ, ϕ). We

conclude that ατ is Lipschitz w.r.t. (θ, ϕ).

(ii) Claim: ∇(θ,ϕ)ατ is Lipschitz w.r.t. (θ, ϕ). Given (θ, ϕ) and (θ′, ϕ′), we show that

∥∇(θ,ϕ)ατ(θ, ϕ)−∇(θ,ϕ)ατ(θ
′, ϕ′)∥ ≤ η∥(θ, ϕ)− (θ′, ϕ′)∥
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for some η > 0. For notation simplicity, let Φ = (θ, ϕ) and Φ′ = (θ′, ϕ′), then we have

∥∇Φατ(Φ)−∇Φατ(Φ
′)∥

= ∥∇pατ(p(Φ))∇Φp(Φ)−∇pατ(p(Φ′))∇Φp(Φ′)∥

= ∥∇pατ(p(Φ))∇Φp(Φ)−∇pατ(p(Φ′))∇Φp(Φ′)±∇pατ(p(Φ))∇Φp(Φ′)∥

≤ ∥∇pατ(p(Φ))∥∥∇Φp(Φ)−∇Φp(Φ′)∥+ ∥∇Φp(Φ′)∥∥∇pατ(p(Φ))−∇pατ(p(Φ′))∥.

As p(Φ) and ατ(p) are Lipschitz-smooth, there exists η > 0 such that

∥∇Φατ(Φ)−∇Φατ(Φ
′)∥ ≤ η∥Φ − Φ′∥+ η∥p(Φ)− p(Φ′)∥

≤ η∥Φ − Φ′∥+ η∥Φ − Φ′∥

= 2η∥Φ − Φ′∥.

We conclude that ∇Φατ is 2η-Lipschitz.

By (i) and (ii), ℓ is Lipschitz-smooth w.r.t. the meta-parameters (θ, ϕ). Therefore,

Lmeta(θ, ϕ) is Lipschitz-smooth w.r.t. (θ, ϕ) with a Lipschitz constant ηmeta > 0.

Proof of Theorem 3.4.1. Let Φ = (θ, ϕ). Let ζt = ∇ΦtLmeta(Φt)− 1
b ∑τ∈Bt gτ, where

1
b ∑τ∈Bt gτ is an unbiased estimation of ∇ΦtLmeta(Φt), Using the Taylor expansion, we

have

Lmeta(Φt+1)

≤ Lmeta(Φt) +∇ΦtLmeta(Φt)
⊤(Φt+1 − Φt) +

1
2

ηmeta∥Φt+1 − Φt∥2

≤ Lmeta(Φt)− ηt(1 −
ηmetaηt

2
)∥∇ΦtLmeta(Φt)∥2 + ηt∇⊤

Φt
Lmeta(Φt)ζt +

1
2

ηmetaη2
t σ2

g.

Taking conditional expectation over ζt−1 on both sides and then taking the expectation

over the random training samples, we have

ELmeta(Φt+1) ≤ ELmeta(Φt)−
ηt

2
E∥∇ΦtLmeta(Φt)∥2 +

1
2

ηmetaη2
t σ2

g, (8.7)

where we have used 1 − ηmetaηt
2 ≥ 1

2 . Rearranging the above inequality and summing

over t, we have
T

∑
t=1

ηt

2
E∥∇ΦtLmeta(Φt)∥2 ≤ ELmeta(Φ1) + ηmetaσ2

g

T

∑
t=1

η2
t . (8.8)

Since ηt = min(1/
√

T, 1/2ηmeta), we have ∑T
t=1 η2

t ≤ 1. Diving both sides by 1/
√

T, we

conclude that min1≤t≤T E∥∇ΦtLmeta(Φt)∥2 = O
(

σ2
g/

√
T
)
.
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Proof of Proposition 4.2.1. This proposition is a property of linear regression tasks and

has been mentioned in [111, 228]. We include the proof here for completeness.

By the definition y = x⊤w + ξ, we have

Eτ∼p(τ)E(x,y)∼τ,(x′,y′)∼τyy′xx′⊤

= Eτ∼p(τ)Ex∼N (0,I),x′∼N (0,I),ξ∼N (0,σ2
ξ ),ξ

′∼N (0,σ2
ξ )
(x⊤w⋆

τ + ξ)(x′⊤w⋆
τ + ξ ′)xx′⊤

= Eτ∼p(τ)Ex∼N (0,I),x′∼N (0,I),ξ∼N (0,σ2
ξ ),ξ

′∼N (0,σ2
ξ )
(x⊤w⋆

τx′⊤w⋆
τxx′⊤

+ x⊤w⋆
τξ ′xx′⊤ + ξx′⊤w⋆

τxx′⊤ + ξξ ′xx′⊤)

= Eτ∼p(τ)Ex∼N (0,I),x′∼N (0,I)x
⊤w⋆

τx′⊤w⋆
τxx′⊤,

where the last equality follows from the independence of ξ, ξ ′, x, and x′. Using the

independence of x, and x′, we obtain

Eτ∼p(τ)Ex∼N (0,I),x′∼N (0,I)x
⊤w⋆

τx′⊤w⋆
τxx′⊤

= Eτ∼p(τ)(Ex∼N (0,I)xx⊤)w⋆
τw⋆⊤

τ (Ex′∼N (0,I)x
′x′⊤)

= Eτ∼p(τ)w
⋆
τw⋆⊤

τ .

Proof of Theorem 3.4.2. Let Φ = (θ, ϕ). By the chain rule, we have

∇ΦLmeta(Φ) =
1
|T | ∑

τ∈T
∑

(x,y)∈Qτ

∇1ℓ(ŷ, y)∇Φŷ (8.9)

=
1
|T |G(Φ)⊤∇ΦM(Φ), (8.10)

where G(Φ) ≡
[
· · · ∇1ℓ(ŷ, y) · · ·

]
∈ Rnq|T | stacks all gradients of the losses on query

examples as a vector. Hence, we establish the Polyak-Lojasiewicz (PL) inequality [179]

105



as follows

∥∇ΦLmeta(Φ)∥2 =
1

|T |2
∥∥∥G(Φ)⊤∇ΦM(Φ)

∥∥∥
2

=
1

|T |2G(Φ)⊤∇ΦM(Φ)∇⊤
ΦM(Φ)G(Φ)

≥ µ

|T |2 ∥G(Φ)∥2 (uniform conditioning)

=
µ

|T |2 ∑
τ∈T

∑
(x,y)∈Qτ

(∇1ℓ(ŷ, y))2

≥ µρ

2|T |2 ∑
τ∈T

∑
(x,y)∈Qτ

(ℓ(ŷ, y)− min
y′

ℓ(y′, y)) (strongly convex)

≥ µρ

2|T |

(
Lmeta(Φ)− min

Φ
Lmeta(Φ)

)
.

The PL inequality is commonly used in proving the global convergence of nonconvex

optimization [105, 134]. Then, min1≤t≤T ELmeta(Φt) − minΦ Lmeta(Φ) = O
(

σ2
g/

√
T
)

follows directly from Theorem 1.

For full gradient descent, the gradient noise ζt = ∇ΦtLmeta(Φt)− 1
b ∑τ∈Bt gτ = 0, thus,

the noisy gradient will be the true gradient. By the Taylor expansion, it follows that

Lmeta(Φt+1)− min
Φ

Lmeta(Φ)

≤ Lmeta(Φt) +∇⊤
Φt
Lmeta(Φt)(Φt+1 − Φt) +

βmeta

2
∥Φt+1 − Φt∥2 − min

Φ
Lmeta(Φ)

= Lmeta(Φt)− η∥∇ΦtLmeta(Φt)∥2 +
η2βmeta

2
∥∇ΦLmeta(Φt)∥2 − min

Φ
Lmeta(Φ)

≤
(

1 − ηµρ

4|T |

)
(Lmeta(Φt)− min

Φ
Lmeta(Φ)),

and we obtain the exponential convergence.

Proof for Theoretical Results in Chapter 4

Proof of Lemma 4.3.3. Claim 1: For k ∈ {1, . . . , K} and i ∈ {1, . . . , ns}, it holds that

∥vτ,k − vτ,k,i∥ ≤ 2ϱ(1 + αϱρ2m)J

ρβ
√

mns
.
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By the update rule in the base learner, we have

∥v(t′+1)
τ,k − v(t′+1)

τ,k,i ∥ = ∥v(t′)
τ,k − α∇

v(t′)
τ,k
L(Sτ; Skv(t′)

τ,k )− v(t′)
τ,k,i + α∇

v(t′)
τ,k,i

L(S (i)
τ ; Skv(t′)

τ,k,i)∥

≤ ∥v(t′)
τ,k −v(t′)

τ,k,i∥+α∥∇
v(t′)

τ,k
L(Sτ; Skv(t′)

τ,k )−∇
v(t′)

τ,k,i
L(S (i)

τ ; Skv(t′)
τ,k,i)∥.

For the second term, by the chain rule, it follows that
∥∥∥∥∇v(t′)

τ,k
L(Sτ; Skv(t′)

τ,k )−∇
v(t′)

τ,k,i
L(S (i)

τ ; Skv(t′)
τ,k,i)

∥∥∥∥

=
∥∥∥S⊤

k

(
∇wL(Sτ; Skv(t′)

τ,k )−∇wL(S (i)
τ ; Skv(t′)

τ,k,i)
)∥∥∥

≤ ∥Sk∥F · ∥
1
ns

∑
j ̸=i

(
∇wℓ( f (zj; Skv(t′)

τ,k ))−∇wℓ( f (zj; Skv(t′)
τ,k,i))

)

+
1
ns

(
∇wℓ( f (zi; Skv(t′)

τ,k ))−∇wℓ( f (z′i; Skv(t′)
τ,k,i))

)
∥ (8.11)

≤ ρ
√

m

(
1
ns

∑
j ̸=i

∥∥∥∇wℓ( f (zj; Skv(t′)
τ,k ))−∇wℓ( f (zj; Skv(t′)

τ,k,i))
∥∥∥

+
1
ns

∥∥∥∇wℓ( f (zj; Skv(t′)
τ,k ))

∥∥∥+ 1
ns

∥∥∥∇wℓ( f (z′i; Skv(t′)
τ,k,i))

∥∥∥
)

(8.12)

≤ ρ
√

m

(
1
ns

∑
j ̸=i

β∥Skv(t′)
τ,k − Skv(t′)

τ,k,i∥+
2ϱ

ns

)
(8.13)

≤ ρ
√

m
(

ns − 1
ns

β∥Sk∥∥v(t′)
τ,k − v(t′)

τ,k,i∥+
2ϱ

ns

)
(8.14)

≤mρ2β∥v(t′)
τ,k − v(t′)

τ,k,i∥+
2ϱρ

√
m

ns
, (8.15)

where Eq.(8.11) uses the norm inequality ∥Ax∥ ≤ ∥A∥∥x∥ and ∥Sk∥ ≤ ∥Sk∥F, Eq.(8.12)

uses the compactness assumption (thus ∥Sk∥F ≤ ρ
√

m) and the triangle inequality,

Eq.(8.13) uses the Lipschitzness of ∇wℓ( f (x; w), y), Eq.(8.14) uses the Lipschitzness of

ℓ( f (x; w), y), and Eq.(8.15) uses the boundedness of ∥Sk∥ again. Hence, we obtain a

recursive inequality

∥v(t′+1)
τ,k − v(t′+1)

τ,k,i ∥ ≤ (1 + αmρ2β)∥v(t′)
τ,k − v(t′)

τ,k,i∥+
2αϱρ

√
m

ns
. (8.16)
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By induction, we obtain a bound for v(J)
τ,k − v(J)

τ,k,i:

∥v(J)
τ,k − v(J)

τ,k,i∥ ≤ (1 + αmρ2β)∥v(0)
τ,k − v(0)

τ,k,i∥+
2αϱρ

√
m

ns

J−1

∑
t′=0

(1 + αβρ2m)t′

≤ 2ϱ(1 + αϱρ2m)J

ρβ
√

mns
, (8.17)

where we have used the fact v(0)
τ,k = v(0)

τ,k,i.

Claim 2: The stability constant of the base learner is 2ϱ(1+αβρ2m)J

ns
.

Next, we analyze the stability constant of the base learner:

ESτ
Ez′i∼τ |ℓ( f (xi; Skvτ,k), yi)− ℓ( f (xi; Skvτ,k,i), yi)|

≤ βESτ
Ez′i∼τ∥Skvτ,k,i − Skvτ,k∥ (8.18)

≤ βESτ
Ez′i∼τ∥Sk∥F∥vτ,k,i − vτ,k∥ (8.19)

≤ βρ
√

mESτ
Ez′i∼τ∥vτ,k,i − vτ,k∥ (8.20)

≤ βρ
√

m · 2ϱ(1 + αβρ2m)J

ρβ
√

mns
(8.21)

=
2ϱ(1 + αβρ2m)J

ns
, (8.22)

where Eq.(8.18) uses the Lipschitz property of ℓ, Eq.(8.19) uses the norm inequality,

Eq.(8.20) uses the boundedness of ∥Sk∥F, Eq.(8.21) uses the inequality (8.17). The

above equality reveals that the stability constant in Theorem 11 of [14] (β2 there) is

2ϱ(1+αβρ2m)J

ns
.

Proof of Theorem 4.3.1. The proof is based on the connection between generalization

and stability [14].

We adopt the notations used in the proof of Lemma 4.3.3. We apply Lemma 4.3.2 to our

algorithm and obtain

ESτ [Ez∼τℓ( f (x; Skvτ,k), y)−L(Sτ; Skvτ,k)]
2

≤ ν2

2ns
+ 3νESτ

Ez′i∼τ |ℓ( f (xi; Skvτ,k), yi)− ℓ( f (xi; Skvτ,k,i), yi)|

≤ ν2

2ns
+

6νϱ(1 + αβρ2m)J

ns
, (8.23)
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where (8.23) uses the equality (8.22) in Lemma 4.3.3. By the Cauchy-Schwarz inequality,

we have

ESτ |Ez∼τℓ( f (x; Skvτ,k), y)−L(Sτ; Skvτ,k)| ≤
√

ν2

2ns
+

6νϱ(1 + αβρ2m)J

ns
. (8.24)

To provide an upper bound of R(S)− R̂(S), we need to address the randomness in kτ:

R(S)− R̂(S) = EτESτ [Ez∼τℓ( f (x; Skτ
vτ,kτ

), y)−L(Sτ; Skτ
vτ,kτ

)]

= EτESτ

K

∑
k=1

I[kτ=k] [Ez∼τℓ( f (x; Skvτ,k), y)−L(Sτ; Skvτ,k)]

≤ Eτ

K

∑
k=1

ESτ
I[kτ=k] |Ez∼τℓ( f (x; Skvτ,k), y)−L(Sτ; Skvτ,k)|

≤ Eτ

K

∑
k=1

ESτ |Ez∼τℓ( f (x; Skvτ,k), y)−L(Sτ; Skvτ,k)|

≤ K

√
ν2

2ns
+

6νϱ(1 + αβρ2m)J

ns
,

where the first inequality is because the empirical loss can be smaller than the population

loss, and the last inequality follows from the Eq.(8.24).

Proof of Theorem 4.3.2. By the definition of excess risk, we have

0 ≤ R(S)−R⋆

= Eτ[ESτ
Ez∼τℓ( f (x; Skτ

vτ,kτ
), y)−ESτ

L(Sτ; Skτ
vτ,kτ

) +ESτ
L(Sτ; Skτ

vτ,kτ
)

−ESτ
L(Sτ; Skτ

v⋆
τ,kτ

) +ESτ
L(Sτ; Skτ

v⋆
τ,kτ

)−Ez∼τℓ(z; w⋆
τ)] (8.25)

= EτESτ [Ez∼τℓ( f (x; Skτ
vτ,kτ

), y)−L(Sτ; Skτ
vτ,kτ

)]

+EτESτ

[
L(Sτ; Skτ

vτ,kτ
)−L(Sτ; Skτ

v⋆
τ,kτ

)
]

+EτESτ

[
1

Ntr
∑

z∈Sτ

ℓ( f (x; Skτ
v⋆

τ,kτ
), y)−Ez∼τℓ( f (x; w⋆

τ), y)

]

≤ K

√
ν2

2Ntr
+

6νϱ(1 + αβρ2m)J

Ntr
+EτESτ

[
L(Sτ; Skτ

vτ,kτ
)−L(Sτ; Skτ

v⋆
τ,kτ

)
]

+EτESτ

[
L(Sτ; Skτ

v⋆
τ,kτ

)−L(Sτ; w⋆
τ, Skτ

)
]
+EτESτ

∥∇wL(Sτ; ξτ)∥∥w⋆
τ,S⊥

kτ

∥ (8.26)

(8.27)
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≤ K

√
ν2

2Ntr
+

6νϱ(1 + αβρ2m)J

Ntr
+EτESτ

[
L(Sτ; Skτ

vτ,kτ
)−L(Sτ; Skτ

v⋆
τ,kτ

)
]

+ ϱEτESτ
dist(w⋆

τ,Skτ
), (8.28)

where identity (8.25) follows by introducing two additional terms EτESτ
L(Sτ; Skτ

vτ,kτ
)

and EτESτ
L(Sτ; Skτ

v⋆
τ,kτ

), Eq.(8.26) uses the bound in Theorem 4.3.1 and the mean value

theorem (we decompose w⋆
τ = w⋆

τ,Skτ
+ w⋆

τ,S⊥
kτ

and ξτ ∈ [w⋆
τ,Skτ

, w⋆
τ]), and Eq.(8.28) fol-

lows from the Lipschitzness assumption and ESτ

[
L(Sτ; Skτ

v⋆
τ,kτ

)−L(Sτ; w⋆
τ, Skτ

)
]
≤ 0

as v⋆
τ,kτ

is an exact solution of the problem minvτ L(Sτ; Skτ
vτ). We conclude that

R(S)−R⋆

≤ K

√
ν2

2Ntr
+

6νϱ(1 + αβρ2m)J

Ntr
+EτESτ

[
L(Sτ; Skτ

vτ,kτ
)−L(Sτ; Skτ

v⋆
τ,kτ

)
]

+ ϱEτESτ
dist(w⋆

τ,Skτ
)

≤ K

√
ν2

2Ntr
+

6νϱ(1 + αβρ2m)J

Ntr
+ ρ

√
m EτESτ

∥vτ,kτ
− v⋆

τ,kτ
∥+ ϱEτESτ

dist(w⋆
τ,Skτ

),

where the last inequality is from the Lipschitzness of ℓ and ∥Skτ
∥ ≤ ∥Skτ

∥F ≤ ρ
√

m.
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